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Abstract

Searches for the electron electric dipole moment (eEDM) are powerful tests of physics beyond the

standard model, as they probe for new evidence of time-reversal violating interactions. In 2018

our ACME collaboration reported a measurement of the eEDMwhich set a new limit of |de| <

1.1× 10−29 e · cm, which improved on the sensitivity of the previous best measurement, also set by

the ACME collaboration, by an order of magnitude. With the development of a new ACME III ap-

paratus, we intend to perform a newmeasurement with an order of magnitude improved sensitivity

over the ACME II result. The new experiment has should both upgrade the statistical uncertainty

of the measurement and upgrade the suppression of the effects of known sources of systematic er-

ror. To upgrade our statistical sensitivity we have implemented upgrades to our molecular beam

flux, increased our precession time, and increased to our detection efficiency. To suppress known

sources of systematic error and noise below our projected new sensitivity we have developed new

magnetic shields, improved our experiment timing controls, and developed newmethods to sup-

press laser polarization gradients in our system.
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But the Universe doesn’t say what you want it to say

The Universe says, just what it says,

when it says what it says.

The Ernies,Here and Now

1
Introduction to the Electron Electric

Dipole Moment

The StandardModel of particle physics is one of the great triumphs [1] of mod-

ern physics. With the measurement of the Higgs boson in 2012 [2], all elementary particles pre-

dicted by the StandardModel (SM) have now been observed. Furthermore, the SM has been tested

1



at the the part per trillion level with precision measurements of the electron magnetic moment [3]

in our research group and quantum field theory predictions [4]. However it is also true that the SM

is unable to answer fundamental questions about the universe that remain. These questions, par-

ticularly why our universe is essentially entirely made up of matter (baryon asymmetry) [5], what

the nature of dark matter is, and what the nature of dark energy is. This has motivated the explo-

ration of theories of physics beyond the StandardModel (BSM) which may be able to answer these

questions.

This thesis focuses on measurements of the electron electric dipole moment (EDM) made as part

of the ACME collaboration, which serve as experimental tests of BSM physics. For nearly a decade

the ACME I [6, 7] and ACME II [8] results, the latter described in this thesis, were the most precise

measurements of the electron EDM. In section 1.1 we will consider the problem of baryon asym-

metry, which motivates searches for particles that break certain discrete symmetries, and show that

a non-zero electron EDMmust inherently break these symmetries. As a result many BSM theories

predict values of the electron EDM that are orders of magnitude above the SM prediction [9]. In

section 1.2 we will describe how atoms and molecules can be used to measure the electron EDM,

which have been for the last 60 years have been the most sensitive . Finally, in section 1.3 we will

provide an overview of the historical progression of electron EDMmeasurements and look towards

future measurements.

1.1 EDMs, Discrete Symmetries and Physics Beyond the StandardModel

In order to understand the motivations behind the search for an electron EDM, we must first con-

sider the three discrete symmetries, charge conjugation (C), parity reversal (P), and time reversal (T)

which along with their combinations underpin the SM.

• Charge Conjugation (C)where we replace every particle with its antiparticle.

2



• Parity Reversal (P)where we mirror all spacial coordinates with the transformation

(x, y, z) → (−x,−y,−z).

• Time Reversal (T)where we invert the direction of time with the transformation t→ −t.

While we describe these transformations as symmetries, they are not exact symmetries of the SM.

In fact, violations of all three of these symmetries have been observed. The first evidence came in

1957 with the observation of P violation in the β-decay of 60Co in theWu experiment [10]. With

the discovery of P violation, searches for symmetry violations extended to CP violation, where CP

symmetry is the product of simultaneous C and P transformations. This symmetry was also found

to be violated, first in measurements of the decay of the K0
2 meson [11], and then in the B meson

[12], and Dmeson [13]. Since then further evidence of CP violation [14] and T violation [15],

which we will shortly show is equivalent to CP violation, have been observed.

Although neither C, P, or T is a symmetry of the SM, the combined symmetry CPT is an exact

invariance of the SM. This CPT theorem requires Lorentz invariance, and CPT violation would

have profound consequences [16]. While theories that include CPT violation exist [17], tests for

CPT violation have returned no evidence of this violation across a wide range of sectors including

Penning trap experiments comparing matter and antimatter in our own lab [18, 19]. So long as the

CPT theorem holds, CP violations must also violate T in order to maintain CPT symmetry1.

1.1.1 Baryon Asymmetry and the Sakharov Conditions

For reasons we do not currently understand, our universe is made up essentially entirely of matter,

with only small amounts of anti-matter. While we should be grateful that we can avoid annihila-

tions, this observed baryon asymmetry is a deep question for which the SM does not have answers.

1This is true for other combinations of C,P, and T, but for our purposes we are concerned with CP and T
as we will see shortly.
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This asymmetry has been well studied and can be characterized by the measured ratio of baryons to

photons in the universe η = 6.143± 0.190× 10−10 from cosmological observations [5].

The most promising explanation for the observed baryon asymmetry was a solution proposed

in 1967 by Sakharov[20]. This solution which is commonly known as the “Sakharov conditions”,

when assuming CPT symmetry relies on three conditions that must be met.

1. Baryon number must not be conserved.

2. Both C and CP symmetries must be violated

3. Interactions must occur out of thermal equilibrium, as occurred early in the Big Bang.

All of these conditions can be met within the SM, as the SM allows for a small amount of CP vi-

olation through the Cabibbo-Kobayashi-Maskawa (CKM) matrix [21, 22] in the quark sector.

However, the amount of CP violation in the CKMmatrix seems much too small to account for

the observed baryon asymmetry [23, 24], so some other CP violating BSMmechanism is needed.

1.1.2 EDMs and T Violation

In 1950 Purcell and Ramsey [25] first proposed searches for T violating physics through the mea-

surement of permanent electric dipole moments of nuclei and elementary particles as fundamentally

T violating. Since then permanent EDMs have been been measured for the neutron [26, 27, 28], the

muon [29], the nuclei of atoms such as mercury [30, 31, 32] or radium [33], and the electron which

is the subject of this work.

We now consider the electron EDM, which for a fundamental particle like the electron must

be an inherent property of the particle, and not a spacial charge separation like in the classical case.

However, the Hamiltonian of the electron EDM, as in the classical case, can be written as

H = −d⃗e · E⃗ . (1.1)

4



From theWigner-Eckart theorem it must also be true that the vector d⃗e must lie parallel to the elec-

tron spin vector S⃗. This can be seen intuitively as any misalignment between d⃗e and S⃗ would in-

troduce an additional internal degree of freedom to the electron. This would suggest that another

quantum number would be necessary to describe electrons, and from the Pauli exclusion princi-

ple more than two electrons would be able to occupy the same atomic orbital, which has not been

observed.

With this picture of the electron EDM, we now consider how the electron behaves under both

T and P transformations as shown in figure 1.1. Under a T transformation, the direction of d⃗e does

not change2, while as an angular momentum the spin S⃗ reverses to give−S⃗. Conversely, under a

P transformation d⃗e reverses direction, while the spin S⃗ does not. As the relative sign between d⃗e

and S⃗ change under these transformations, the particles before and after the transformation are

distinguishable. This tells us that an electron EDMwould violate both T and P. Assuming CPT

invariance, an observed T violation would indicate a new source of CP violation.

1.1.3 Energy Scales

In attempting to resolve unanswered questions from the SM, nearly all BSM theories introduce new

interactions that violate T symmetry and that predict non-zero values of the electron EDM [34,

35, 36, 37]. These theories often predict values of the electron EDM near the current best limits

∼ 10−30 e · cm, which is many orders of magnitude higher than the SM prediction for the electron

EDM [9]. The SM does predict a non-zero electron EDM, as described by the CKMmatrix, the CP

violation arises only in four-loop level calculations, with estimated values ranging from∼ 10−35 −

10−38 e · cm [9, 36, 38]. This makes relatively small-size3 precision measurement experiments of

the electron EDM powerful tools for testing BSM theories, as the current best measurements are

2This is intuitively seen in the classical picture of a spacial charge distribution which is time independent.
3As compared to typical particle physics experiments
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Figure 1.1: Discrete Symmetries of the Electron. If an electron EDM does exist then it must be true that d⃗e||S⃗ . If we
apply a T transformation the EDM remains invariant, but the spin reverses. If instead we apply a P transformation the
spin remains invariant but the EDM reverses. The original electron is distinguishable from the result of both the P and T
transformations so a non‐zero electron EDM must violate T and P symmetry.

completely free of the SM background. While the next generation of measurements are likely to

remain free of the SM background, proposed newmeasurement techniques may approach the SM

estimates in the near future [39].

We can also estimate the energy scales that current measurements of the electron EDM probe in

the search for new physics. In a typical BSM theory we can estimate the rest massΛ of new particles

that produce an EDM in an n-loop interaction as [23, 16, 40]

Λ2 ∼ κ
( α
2π

)n(emec
2

de

)
sin(ϕT )(ℏc), (1.2)

where κ is a model dependent constant expected to be between∼ 0.1 − 1, α is the fine structure

constant,me is the electron mass, and ϕT is a T violating phase. The latter is typically assumed to be

of order sin(ϕT ) ∼ 1 because there is no compelling argument which requires ϕT to be small. For

the ACME II result of |de| < 1.1 × 10−29 e · cm, at the one-loop this probes new physics at the
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level ofΛ1-loop ≈ 30TeV level, while at the two-loop level it probes physics at theΛ2-loop ≈ 3TeV

level [38, 41, 23]. These energies are higher than are probed at the Large Hadron Collider. More

exact treatments of BSMmodels and the energy scales probed by electron EDMmeasurements can

be found in [42, 34, 37].

1.2 Atomic andMolecularMeasurements

Attempts to measure the electron EDMwith a free electron in a lab field would quickly find the

electron accelerating away from the apparatus, a problem that is neatly solved with bound electrons.

The original proposal by Purcell and Ramsey in 1950 [25], the first measurements in cesium atoms

[43], and essentially all measurements of the electron EDM have thus been performed using elec-

trons in polarized atoms or molecules. In these atoms and molecules it is possible to achieve effective

electric fields such as the Eeff ≈ 80GV/cm in the ThOmolecule used for the ACME experiment

[44, 45], which are many orders of magnitude higher than can be attained in a laboratory.

1.2.1 Evading Schiff’s Theorem

An initial consideration of this method would suggest that there can be no net electric field experi-

enced by the bound electron, as such a field would simply rearrange the electron distribution. This

principle, known as Schiff’s theorem [46], only holds true in the non-relativistic limit. For heavy

paramagnetic atoms and molecules with highZ this non-relativistic limit breaks down [47], and it

is possible to measure an electron EDM. This is caused by a relativistic correction to the energy of

the EDM in the applied field which can be understood as dipole moment of the electron (which has

units of length) experiencing a length contraction near the nucleus[48]. We can express this correc-

tion as

UEDM = −
(
d⃗e · E⃗ − γ

1 + γ
β⃗ · d⃗eβ⃗ · E⃗

)
(1.3)
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where β⃗ = v⃗/c, γ = 1/
√
1− β2 is the Lorentz factor, and E⃗ is the electric field. By Schiff’s

theorem the first d⃗e · E⃗ term averages to zero, while the relativistic term does not. We can then

group these relativistic factors into an effective electric field E⃗eff, which is dependent on the atom or

molecule and its polarization, with larger values for higherZ and easily polarized molecules. This

allows us to describe the EDM energy shift as

⟨UEDM⟩ = −d⃗e · E⃗eff. (1.4)

1.2.2 Experimental Uncertainty

We can perform a measurement of the electron electric dipole moment in an atom or molecule by

allowing the electron spin to precess in polarized atom or molecule in an external applied field. A

more concrete picture of this method is given in section 2.2. We can understand the uncertainty of

these measurements, where the spin has been allowed to precess for a time τ , through the uncer-

tainty principle. This tells us that for a single measurement the uncertainty in the measured energy

UEDM must be

δUEDM ≈ ℏ
2τ
. (1.5)

If we combine this with equation 1.4 we can see that the uncertainty in the measured value of de is

given by

δde ≈
ℏ

2τEeff
. (1.6)

If we then repeat this measurementN to improve our uncertainty, we should expect the uncertainty

to obey Poisson statistics and scale as 1/
√
N . This gives us the “shot-noise limit” for the uncertainty

in an EDMmeasurement that is limited only by statistical noise, which we express as

δde =
ℏ

2τEeff
√
N

=
ℏ

2τEeff
√
ṄT

. (1.7)
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Where in the above equation Ṅ is the measurement rate, limited by the photon detection rate in the

ACME experiments, and T is the averaging time of the experiment. This uncertainty figure of merit

is critical for EDMmeasurements and great effort is spent on minimizing this uncertainty, where τ

and Eeff, and Ṅ are often limited by the atomic or molecular species and their properties.

1.2.3 Alternative Interpretation

It is worth noting that while we describe the quantity these atomic and molecular experiments mea-

sure as the electron EDM, there is an alternative interpretation. In general it is more accurate to state

that the energy shift measured in these experiments is

U = −deEeff +WSCS (1.8)

whereCS is a dimensionless electron-nucleon coupling parameter (that is also T violating) andWS

is a species-specific constant[45, 44, 9]. When we calculate the EDM value we are actually assuming

thatCS = 0, but we could just as equally interpret the measured value with de = 0 instead.

If we were to do so for the ACME II measurement, this would result in |CS | < 7.3 × 10−10

(90% confidence level)[8]. However, for many BSMmodels, the expected value ofCS is typically

a smaller effect. If we make a similar energy scale argument as done earlier this result probes even

higher energy scales, on the order of∼ 105 TeV [37].

1.3 A Brief History of electron EDMMeasurements

If we look at the history of EDMmeasurements over the last 65 years incredible progress has been

made. The limit on the electron EDM has been reduced by 14 orders of magnitude! On average this

progress, which can be seen in figure 1.2, is equivalent to an order of magnitude every≈ 4.5 years,

which demonstrates an impressive sustained rate of advancement. While early measurements relied
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Figure 1.2: History of Electron EDMMeasurements. Bounds on the electron EDM placed by measurements over the
last 65 years with the measurement system indicated by the legend. Early measurements were based on measurements
of the Lamb shift [49], and measurements of the electron g factor [50, 51]. Following the first measurement in atomic
cesium [43], measurements shifted to atomic systems such as Cs [52, 53], Rb [54], Xe [55], Hg [30], and Tl [56, 57, 58].
Measurements eventually moved to molecules and molecular ions including TlF [59], YbF [60, 61], PbO [62], HfF+ [63]
and [64] (preprint), and ThO [6, 8]. This listing includes the best limits at the time and some novel systems.

on measurements of the Lamb shift [49] and the g factor of the electron [50, 51], once the shift to

measurements in heavy paramagnetic atoms began in 1964 with the first cesiummeasurement [43]

progress rapidly took off. Since then all competitive measurements of the electron EDM have been

performed using this method in various atomic and molecular species.

With these experiments the primary pathway to improved sensitivity is often through improv-

ing the statistical sensitivity of the experiment, determined by equation 1.7, until the experiment

becomes sensitive to systematic errors that can no longer be sufficiently suppressed. In the pursuit
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of the best statistical sensitivity, experiments are designed to maximize Eeff, τ , and Ṅ 4. The values

of Eeff and τ are typically limited by properties of the atom or molecule, with τ often limited by the

radiative lifetime of an excited state or the trapping time of a ground state. WhileN is often less

directly limited by the species, this number often depends on properties of the experiment design

as well as the properties of the atom or molecule. For these reasons, the selection of the atomic or

molecular species plays an important role in determining the sensitivity of an experiment, and new

possibilities in this space have led to significant leaps forward in the measurement of the electron

EDM.

Cesium was not only the first atomic species to be used for a measurement of this kind, but it re-

mained competitive with the best other measurements until the 1990s [43, 52, 53]. During this time

other measurements used rubidium [54], xenon [55], mercury [30], and the first molecule to be

used for an electron EDMmeasurement in TlF [59]. From 1990 until 2011, experiments with heavy

thallium (z = 81), with a large effective electric field placed the tightest bounds on the electron

EDM[56, 57, 58].

Since then the state of the art has shifted to using polar molecules, which due to their complex

internal structure that makes them easily polarizable gives them an effective electric field that is typ-

ically∼ 103× larger than was used in the thallium experiments. The first such molecule to set the

best limit on the electron EDMwas YbF in 2011, which improved on an earlier measurement with

YbF to slightly improve upon the 2002 thalliummeasurement [60, 61]. The ACME I experiment,

using ThO, which has the highest effective electric field used in an electron EDMmeasurement to

date, improved upon this by an order of magnitude [6, 7]. In 2018 the ACME II measurement,

which is included in this work, further improved upon this bound by nearly an order of magnitude,

setting the current best published limit on the electron EDM of |de| < 1.1.× 10−29 e · cm [8].

4Maximizing T directly comes at the cost of the stability of an experiment and the patience of the opera-
tors.
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Until the start of the EDMmeasurements at JILA using the molecular ion HfF+, all of the

molecular measurements had been performed in molecular beams[63]. In these experiments the

molecular ions are instead confined in an ion trap, which allows for much longer precession times

than the molecular beam experiments, as a trade off with a much lower molecular density. This

experiment measured a bound on the EDM in 2017 [63], which was close to the ACME II measure-

ment, and have since reported a newmeasurement in a pre-print that reports what we expect to be

the new best limit on the EDM of |de| < 4.1.× 10−30 e · cm [64].

Future measurements of the electron EDM are currently underway including the planned ACME

III measurement, which is the subject of this work. With the ACME III measurement we hope to

improve upon the ACME II limit by an order of magnitude once again. Similar next generations

for the JILA experiment [65], using ThF+ instead, and the YbF experiment are planned[66]. In the

longer term new experiments with novel methods are planned using optically trapped polyatomic

molecules [67], polar molecules embedded in rare-gas matrices [39], and super-heavy molecules with

higher effective electric fields [68] have been proposed and are underway.

1.4 This Thesis

Over the course of this thesis we will describe the advances in the ACMEmeasurement from the

ACME II measurement through the development of the ACME III measurement. In chapter 2 we

will provide a general picture of how the ACME experiment uses a beam of ThOmolecules to per-

form a precession measurement and extract a measured value of de. In chapter 3 we will describe

the specifics of the ACME II measurement, which concluded in 2018 and placed the current best

published limit on the electron EDM of |de| < 1.1. × 10−29 e · cm [8]. We will especially focus

on the systematic effects that we observed during the ACME II measurement as they will drive the

discussion of systematic error suppression in the following two chapters. Chapters 4 and 5 will de-
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scribe the development of the ACME III measurement which aims to measure the EDMwith an

order of magnitude improved sensitivity. with an overview of the ACME III statistical and system-

atic upgrades in chapter 4. Chapter 5 will focus on the development of the upgrades which increase

the length of the interaction region to increase the precession time of our measurement, including

the measurement which motivated these changes, and the development of new magnetic shields and

interaction region systems.

The ordering of this thesis does not follow the typical ordering of steps for developing a new

measurement, as I joined the ACME collaboration in the spring of 2017, when the ACME II ex-

periment was already underway. I contributed to the ACME II measurement through upgrades to

the laser systems, and collecting data for systematic studies and the final ACME II data set [8]. After

the completion of ACME II, I worked to investigate and suppress the excess noise that limited the

ACME II measurement [69]. Following that, my focus has been on the development of the ACME

III measurement, which is described in the latter half of this thesis. In particular I worked primar-

ily on the systems associated with the new interaction region, first on the newmeasurement of the

radiative lifetime of theH state [70]. Following that work my focus went into the design and de-

velopment of a new interaction region chamber to increase the precession time of our experiment,

thereby increasing our statistical sensitivity, along with associated systems to increase our detection

efficiency [71, 72, 73], and suppress polarization gradients in our windows that caused systematic

effects in ACME II. In addition to this I made significant contributions to the design, construction,

and testing of new magnetic shielding and magnetometry systems that will allow us to suppress

both excess noise and known sources of systematic errors.
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A universe in mourning, I don’t know how to quit

It’s gonna break my heart to see it blown to bits

Charly Bliss, Blown to Bits

2
The ACMEMeasurement Overview

This chapter provides an overview of the generic scheme of the ACMEmeasure-

ment before the specifics of ACME II (completed) and ACME III (built) in later chapters. The

first section describes the ThOmolecule and the features that make the ACMEmeasurement pos-

sible. The following sections describe the spin precession measurement that is performed, and how

experimental state switches are used to extract the EDM value.
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Figure 2.1: Relevant Electronic Energy Levels of ThO and Laser Transitions. Level diagram representing all of the elec‐
tronic states of ThO that were used for ACME II, will be used for ACME III, or will be discussed in other sections of this
work. The horizontal axis represents the magnitude of the quantum numberΩ, while the vertical axis shows the hierar‐
chy of states, not drawn to scale. The letter shows the label for each state, whereX is the ground state, andH is the
experiment state, whileA,C , I , andQ are used in other auxiliary roles. Each straight arrow transition is color coded
and matched to the label for the associated laser wavelength, while for the I −X transition we only use spontaneous
emission for detection.

2.1 The ThOMolecule

We represent electronic states in ThO with the quantum numbers |Y, J,M,Ω⟩, where Y represents

the electronic state, J represents the total angular momentum,M represents the projection of J

onto the quantization axis ẑ, which in the ACME experiment is defined by applied lab fields, and

Ω represents the projection of the electronic angular momentum onto the internuclear axis n̂ [7].

The relevant states for the ACME experiment are shown in figure 2.1. X is the ground stateH is

the EDM sensitive experiment state. TheQ state is used for the electrostatic lens in ACME III. The

C state is used for state preparation and rotational cooling. The I state is used for fluorescence read-

out. The state that makes the ACMEmeasurements possible is theH3∆1 excited electronic state of

ThO. This unique state has properties, discussed in this section, that provide good sensitivity to the

EDMwhile suppressing possible systematic effects.
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2.1.1 Electric andMagnetic Field Properties of theH State

TheH state has two valence electrons in a σδ configuration, where the σ orbital wavefunction am-

plitude has a large component centered around the heavy Th atom. This produces a relativistic ef-

fect as described in 1.2 that results in an internal effective electric field of Eeff ≈ 78GV/cm [44, 45].

This large value of E⃗eff provides a significant advantage to ThO as a candidate molecule over the cur-

rent best eEDM competitor molecules and molecular ions in HfF+with Eeff ≈ 23GV/cm [64, 63],

and YbF with Eeff = 14.5GV/cm [61, 60].

TheH state also is remarkable decoupled from the magnetically field because its magnetic mo-

ment in the |H, J = 1,Ω = ±1,M⟩ states of µ1 = g1µBM = (−0.00440(5))µBM , where

µB is the Bohr magneton, and the g-factor is g1 = −.00440(5) [74, 75]. This tiny g-factor is a gen-

eral feature of 3∆1 states as the σ and δ orbitals nearly cancel each other’s magnetic moments [76],

and the primary source of the nonzero magnetic moment in the ThOH state is mixing with other

electronic states [74]. This relative magnetic insensitivity significantly helps to suppress potential

magnetic field related systematic errors.

2.1.2 TheΩDoublet Structure

Nearly degenerate, metastable states with opposite parity are very rare in atoms. ThO and other

molecules provide such states. The |H, J = 1,Ω = ±1⟩manifolds form anΩ-doublet, where pairs

of states of opposite parity are separated by a small splitting∆Ω, which is caused by the Coriolis

effect in the molecule [77, 76]. While this is generically true for molecular states withΩ ̸= 0, it is

of particular interest to the ACME experiment due to its behavior in the presence of a laboratory

electric field E⃗ , which mixes theM ̸= 0 states through the Stark shift−D⃗H · E⃗ , where D⃗H is the

electric dipole operator of theH state. By applying a laboratory electric field such that |D⃗H · E⃗ | ≫

∆Ω the molecule can be fully polarized in the lab frame. In the case of the |H, J = 1, |Ω| = 1⟩
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Figure 2.2: H state level diagram. Level diagram showing the |H, J = 1⟩ state in the presence of an applied electric
field E , which splits the Ñ levels with the Stark shift of 2DHE . For each of the four states with Ñ = ±1 the asso‐
ciated figure shows the orientation of the molecule and E⃗eff, as well as the orientation of the σ electron spin s⃗. The red
arrows and dashed lines indicate how the Zeeman shift changes the energies of the Ñ = ±1 states, while the green
arrows and dashed lines show how they shift in the presence of a non‐zero electron EDM de. Figure adapted from [8].

state that we use for the ACME experiment[78],∆Ω = 2π × 360 kHz [79], and |DH | = 2π ×

1MHz/V/cm [80], where these energies are given in terms of angular frequencies by setting ℏ = 1.

This means that the molecule can be fully polarized (PE > 99%)[78] with laboratory fields as low

as |E⃗ | = 80V/cm, and we can easily apply a higher of |E⃗ | = 140V/cm as an additional systematic

check. Such small lab fields also make our experiment less sensitive to potential systematic effects

related to leakage currents, motional fields, and geometric phases.

With the molecule fully polarized we define a new quantum number Ñ ≡ sgn(n̂ · E⃗) = ±1,

where the internuclear axis n̂ is defined as pointing from the oxygen nucleus to the thorium nu-

cleus. Ñ determines the direction the molecule is oriented in the lab frame, and therefore deter-

mines the direction that E⃗eff is oriented in the lab frame. As an applied lab field of |E⃗ | = 80V/cm

splits the Ñ = ±1 states by∼ 165MHz, it is possible to spectroscopically select which Ñ state

is populated during state preparation, which along with the reversal of the laboratory field provides

two independent ways to reverse the direction of E⃗eff, one with and one without changing the labo-

ratory electric field. This ability to independently switch E⃗eff is one of ACME’s most powerful tools
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for suppressing systematic effects as any potential systematic effect must correlate with not just one

but both switches, as will be discussed further in section 2.4. [58, 81, 62]

2.1.3 H State Lifetime

In the ACME experiment, particularly in ACME III, the H state radiative lifetime will limit the

usable precession time of the experiment. The value we recently measured is τH = 4.2(5)ms [70].

The longer lifetime allows us to increase the precession time by a factor of 5 in ACME III versus

ACME II. The details and implications of this measurement will be discussed in depth in section

5.1.

2.2 A Spin Precession measurement

As discussed in section 1.2 a non-zero EDM in the presence of the effective electric field E⃗eff will

produce an energy shift given byU = −d⃗e · E⃗eff, where d⃗e = des⃗/(ℏ/2), s⃗ is the spin of the

σ orbital electron, and ℏ is the reduced Planck constant. In the case of the ThOH state, s⃗ is pro-

portional to the molecule spin S⃗. This allows us to measure de as an energy splitting between the

H states |M = +1, Ñ ⟩ and |M = −1, Ñ ⟩, which correspond to S⃗ either aligned or anti-aligned

with E⃗eff as shown in figure 2.2. We measure this splitting through a precession measurement in the

presence of applied electric and magnetic fields. First, we prepare an initial spin state in the xy plane

with the applied fields E⃗ = E ẑ and B⃗ = Bz ẑ oriented along the ẑ axis. We can consider the specific

case used in ACMEwhere this initial state is given by

|ψ(t = 0), Ñ ⟩ = |M = +1, Ñ ⟩ − |M = −1, Ñ ⟩√
2

. (2.1)

The fields E⃗eff and Bz ẑ will exert a torque on the spin causing the spin to precess on average by

an angle ϕ in the xy plane. After being allowed to precess for an amount of time τ this angle can be
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represented as

ϕ ≈ −(µB̃|B⃗z|+ Ñ ẼdeEeff)τ
ℏ

(2.2)

where as described in 2.1.1 µ = g1µB , B̃ ≡ sgn(B⃗ · ẑ), and Ẽ ≡ sgn(E⃗ · ẑ). It is worth noting

at this point that Ñ , Ẽ , B̃ use the convention that will be used throughout this thesis to represent

states of experimental switches as will be discussed in 2.4. After the initial prepared state shown in

2.1 has precessed by ϕ, we can represent the state as

|ψ(t = τ), Ñ ⟩ = e−iϕ |M = +1, Ñ ⟩ − eiϕ |M = −1, Ñ ⟩√
2

(2.3)

We measure this phase ϕ by optically pumping from the H state to a higher lying state, and de-

tecting the fluorescence as that state decays back to the ground state. In ACME I this was done by

pumping to theC state[6], but both ACME II and ACME III use the I state[8], which decays

back to the ground state with 512 nm light. The benefits of this change, which primarily resulted

in more efficient photon detection, will be discussed in more detail in section 3.1. By switching be-

tween light that is linearly polarized in the basis X̂ and Ŷ , where X̂ is defined to be at an angle θ

relative to the x̂ axis and Ŷ is orthogonal to X̂ , we are able to project the spin onto this basis. This

switching is performed rapidly relative to a single molecular beam shot at 200 kHz in order to nor-

malize out fluctuations between shot-to-shot variations in the number of molecules, which occur at

the 20% level [82].

Once we have measured the fluorescence signal for each polarization, FX and FY we compute an

asymmetry [78]

A ≡ FX − FY

FX + FY
= C cos (2(ϕ− θ)). (2.4)
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where C is the measurement contrast, defined by

C ≡ −1

2

∂A
∂θ

≈ 1

2

∂A
∂ϕ

(2.5)

In ACME II the contrast was 95% ± 2% on average [8], which we measure by dithering the angle

θ between the X̂ polarization and the x̂ axis. We set the values of |Bz| and θ such that ϕ − θ ≈

(π/4)(2n + 1) for an integer value of n in order to maximize the sensitivity ofA to changes in ϕ.

We can then extract the measured phase, which we distinguish from the true phase ϕ by using the

symbolΦ, which deviates from ϕ as a result of systematic effects. This phase can then be used to

extract the EDM correlated phase and the size of the electron EDM as will be described in section

2.4.

2.3 Measurement Apparatus

In this section, we consider the measurement apparatus for ACME II in figure 2.3 and ACME III

in 2.4. While the most of the basic structure of the measurement is the same between ACME II and

ACME III, there are significant differences, which will be discussed in more depth in chapters 4

and 5. For this section, we describe ACME as being composed of six stages 1) the buffer gas beam

source; 2) rotational cooling; 3) electrostatic focusing (used only for ACME III); 4) state prepara-

tion; 5) free precession; and 6) state readout and detection.

At this time it is necessary to define the ACME coordinate system that will be used throughout

this thesis. We define x̂ as the direction of travel of the molecular beam, ŷ points downwards, and

ẑ is aligned with our applied electric field with it’s sign determined by a right handed coordinate

system. In ACME II, this meant that+x̂ pointed North and+ẑ pointedWest. For ACME III, we

moved the experiment fromHarvard University to Northwestern University, where+x̂ now points

East, and+ẑ now points North.
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Figure 2.3: ACME II Experiment Schematic. A cold and slow ThO beam is first produced by ablation in the buffer gas
beam source. We then use rotational cooling via optical pumping to enhance the population of the rotational ground
state ofX . Next the beam passes through fixed collimators to prevent molecules from reaching the ITO coated field
plates. The molecular beam then enters a magnetically shielded region with five cylindrical µ‐metal shields where fields
E⃗ and B⃗ are applied by transparent field plates and field coils respectively. The molecules are coherently transferred
from the ground state |X, J = 0⟩ to the |H, J = 1, Ñ ⟩ state usingX−C−H STIRAP with lasers sent through the
experiment vertically. The refinement laser removes imperfections in the STIRAP prepared phase by optically pumping
out the orthogonal spin state. The molecules are then allowed to precess freely in the applied fields for a distanceL =
22 cm until they reach the readout laser. The detection laser projects out the spin state by rapidly switching between
two polarization states X̂ , and Ŷ , where the resulting 512 nm fluorescence decay from I → X is collected by eight
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Figure 2.4: ACME III Experiment Schematic. A cold and slow ThO beam is first produced by ablation in the buffer
gas beam source. We then use rotational cooling via optical pumping with a new overlapped method to enhance
the population of the rotational ground state ofX . We then use STIRAP to coherently transfer molecules to the
|Q, J = 2,M = 2,Ω = −2⟩ state for lensing. Molecules in this state are then focused by an electrostatic lens
consisting of cylindrical electrodes in a hexapole configuration that are charged to∼ ±14 kV. After the lens we reverse
the STIRAP process to return the population back to the ground state. Next the beam passes through fixed collima‐
tors to prevent molecules from reaching the ITO coated field plates. The molecular beam then enters a magnetically
shielded region with three layers of rectangular µ‐metal shields where fields E⃗ and B⃗ are applied by transparent field
plates and field coils respectively. The molecules are coherently transferred from the ground state |X, J = 0⟩ to the
|H, J = 1, Ñ ⟩ state usingX − C −H STIRAP with lasers sent through the experiment vertically. The refinement
laser removes imperfections in the STIRAP prepared phase by optically pumping out the orthogonal spin state. The
molecules are then allowed to precess freely in the applied fields for an increased distanceL = 100 cm (not shown
to scale) until they reach the readout laser. The detection laser projects out the spin state by rapidly switching between
two polarization states X̂ , and Ŷ , where the resulting 512 nm fluorescence decay from I → X is collected by eight
lens doublets. This light is focused into straight fused quartz light pipes where it travels to eight silicon photomultipliers
for detection. This figure was produced by Daniel Ang.

22



2.3.1 The Buffer Gas Beam Source

The ACME experiment begins with the production of a buffer gas cooled beam for which more

details can be found in [83, 79]. A cylindrical pressed powder ceramic target made up of primarily

ThO2, with diameter∼ 0.6 inches, is placed inside of a copper cell, which is cooled to∼ 16K.

In ACME II, the cell and the thermal shields were cooled using a single pulse tube refrigerator. In

ACME III, a pair of pulse tube refrigerators will be used in a configuration which will provide more

cooling power and that has been tested for multiple years on what was our test beam source, previ-

ously referred to locally as “Beam Box II”. This target is ablated by a pulse of focused light from a

Nd:YAG laser1 with pulse energe∼ 50mJ, pulse duration of∼ 15 ns, and 50Hz repetition rate.

The ThOmolecules produced in the ablation process are entrained in the Neon gas flow that runs

through the cell at 40 sccm and which has thermalized with the cell. This neon flow thermalizes

with the heavy ThOmolecules, then exits the circular aperture of the cell creating a beam of neon,

ThO, along with an unknown number of other neutral and ionic species which do not interact with

the laser used in the experiment and can be neglected along with the neon.

To remove any ions we use an “ion sweeper” consisting of two charged plates that produce an

electric field of 250V/cm which deflects any ions from the beam. At this point the beam is ex-

tremely divergent with an angular full-width-half-maximum (FWHM) of∼ 45◦ [79], which is

collimated by a “skimmer” aperture with a 6mm opening. This beam divergence represents the

largest loss in the ACME experiment, and is a significant motivation for both moving to the elec-

trostatic lens that will be described in section 2.3.3 and shortening the distance between the cell and

the lens as much as possible, as described in section 2.3.2. After the skimmer, the beam has a for-

ward velocity of v|| ≈ 200m/s, however this value has been observed to vary at the 10% level from

shot-to-shot. This process produces approximately 10× 1010 molecules per pulse.

1Litron Nano

23



2.3.2 Rotational Cooling

The molecules leaving the cell, with a temperature of∼ 4K, have almost all of the population in

the lowest four rotational levels of the electronic and vibrational ground state, |X, J = 0, 1, 2, 3⟩.

As the state preparation used in ACME II and III only transfers population from the |X, J = 0⟩

state to theH state, we optically pump the population from |X, J = 1⟩ and |X, J = 2⟩ into

|X, J = 0⟩ in order to achieve a signal gain of approximately 2.5 [8]. While more signal could be

achieved by also pumping out the |X, J = 3⟩ state, in practice we choose not to pump out this

state as it would require an additional laser for a significantly smaller gain.

In ACME II, this optical pumping used the transition fromX − C and was performed in two

separate stages which are represented schematically in figure 2.5. At this point, we introduce the

convention of representing states in the form of |X, J = 0+⟩, where the superscript indicates

the parity of the state, which will be necessary for understanding the pumping scheme used. The

first stage optical pumping drives the 690 nm transition |X, J = 2+⟩ → |C, J = 1−⟩, where

the |C, J = 1−⟩ state can decay to either |X, J = 2+⟩ or |X, J = 0+⟩. To address allM sub-

levels of the system and ensure that we repumpmolecules that decay back to |X, J = 2+⟩we

perform this step with 5-7 passes, where the polarization of the light on each pass is orthogonal

to the last. Parity selection rules prevent us from being able to use the same scheme to drive the

|X, J = 1−⟩ → |C, J = 1−⟩ transition, so instead an electric field of∼ 100V/cm is used to

weakly mix the opposite parity states |C, J = 1±⟩. In this applied field we use a similar multipass

laser with alternating polarization to drive the transition |X, J = 1−⟩ → |C, J = 1Mixed⟩, which

can then decay to the desired state |X, J = 0+⟩. For a more detailed discussion of this rotational

cooling scheme see [84].

In ACME III we use a similar scheme as in ACME II, however the two stages are spatially over-

lapped in order to minimize the distance between the skimmer and the electrostatic lens aperture
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Figure 2.5: ACME II Rotational Cooling Scheme. a. In the first step, with no applied field, we optically pump from
|X, J = 2+⟩ → |C, J = 1−⟩, which decays into |X, J = 0+⟩. b. In the second step we apply an electric field
to mix the parity state of the |C, J = 1⟩ state so that we can drive the |X, J = 1−⟩ → |C, J = 1Mixed⟩ transi‐
tion. From the |C, J = 1Mixed⟩ state population can decay to either |X, J = 0+⟩ or |X, J = 2+⟩, which limits
the transfer efficiency in this step.

[85]. This is made possible by coupling both pumping lasers into a single fiber, and rapidly switch-

ing the applied electric field on and off. Further details of this new method will be discussed in sec-

tion 4.1.

2.3.3 Electrostatic Focusing

In order to take better advantage of the highly divergent molecular beam, ACME III uses a new

electrostatic focusing scheme. This work [85] (led by XingWu), and further details on this sys-

tem and its benefits, can be found in section 4.1. In this scheme the large dipole moment of the

|Q, J = 2,M = 2,Ω = −2⟩ state (dQ = 1.60(2) ea0) and the linear stark shift in a quadratic

electric potential is used to focus a larger portion of the molecular beam into the detection region

than would otherwise be possible [85].

The first step of this process is to use stimulated Raman adiabatic passage (STIRAP) [86] to co-

herently transfer population from the |X, J = 0⟩ state into the |Q, J = 2,M = 2,Ω = −2⟩ state
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Figure 2.6: X‐C‐Q STIRAP Level Diagram. Level diagram for the STIRAP processes used with the elctrostatic lens to
transfer population from |X, J = 0,M = 0⟩ → |Q, J = 2,M = 2Ω = −2⟩ and back. The black lines
show the energy levels after the Stark shift, while green lines show the Zeeman shifts.Wz is the Zeeman shift of
the |Q, J = 2,M = 2Ω = −2⟩ state,∆WS is the Stark shift between the |Q, J = 2,M = 2Ω = −2⟩ and
|Q, J = 2,M = 1Ω = −2⟩ states, and δ is the one‐photon detuning of the STIRAP lasers. Figure adapted from
[85].

[87] as shown in figure 2.6. This process, which is also used for state preparation in theH state, is

able to transfer population with∼ 90% efficiency, far more than can be achieved through optical

pumping, which is critical for processes intended to increase molecular flux. Using |C, J = 1,M = 1⟩

as an intermediate state, the pump laser is tuned to theX − C 690 nm transition, while the Stokes

laser is tuned to theC−Q 1196 nm transition. With no applied fields the |Q, J = 2,M = 2,Ω = ±2⟩

states are degenerate, so an applied electric field of 50.1V/cm is applied along ẑ to split theΩ. In

order to populate only the stretched state withM = 2, both lasers propagate along ẑ with σ polar-

ization. As theM = ±2 states are degenerate without a magnetic field, we also apply a magnetic

field of 5G along ẑ in order to break the degeneracy so that imperfections in polarization do not

also populate theM = −2 level.

Once in the stretchedM = 2Q state, the molecular beam enters a hexapole lens consisting of 6
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Figure 2.7: ACME III Electrostatic Lens Schematic and Electric Field Strength. a. A schematic of the electrostatic lens
showing the voltage distributions of the lens. The lens uses cylindircal electrodes with d0 ≈ 2 cm. The blue and red
dashed lines are cut lines for which teh electric field strength is plotted in b. b. The electric field strength produced
inside the lens along the two cut lines. Figure adapted from [85].

equally spaced cylindrical electrodes that are 53 cm long, which can be charged up to±30 kV with

alternating polarity on each electrode as shown in figure 2.7. This configuration produces a radi-

ally varying quadratic field strength, which for the linear stark shift produces a quadratic potential

and therefore a linear restoring force. This restoring force can then be tuned to focus the molecular

beam in order to effectively produce an image at the detection region.

After this focusing the molecules must then be returned to the |X, J = 0⟩ state before the exper-

imental spin state can be prepared. This is done usingQ − C − X STIRAP in the exact reverse of

the process used to populate theQ state. With a demonstrated efficiency of∼ 90% for each STI-

RAP direction, the gains from the focusing (≈ 12× higher signal) far outweigh the losses during

STIRAP (≈ 80% efficiency).
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2.3.4 State Preparation

After the population of the molecular beam has been transferred to the |X, J = 0⟩ state, either

by rotational cooling in ACME II or byQ − C − X STIRAP in ACME III, the molecules enter

a magnetically shielded region, which we refer to as the interaction region, where we first prepare

the superposition state that will be allowed to precess. In this region we apply both electric and

magnetic fields, that cause precession, as described in 2.2. Upon entering this region, the molecular

beam is also collimated again with a set of square fixed collimators (25mm × 25mm in ACME II)

designed to prevent any of the beam from hitting the electric field plates.

The state preparation occurs in two stages, shown in figure 2.8, the first of which uses STIRAP

to coherently transfer population from the |X, J = 0⟩ state to the desired spin state |ψ(t = 0), Ñ ⟩

as defined in equation 2.1 [86]. This process uses the |C, J = 1,M = 0⟩ state as the intermedi-

ate state, with the pump laser tuned to the 690 nmX − C line and the Stoked laser tuned to the

1090 nmC − H line. The lasers are sent vertically through the experiment with a slight overlap

such that the passing molecular beam experiences the correct temporal overlap of the two lasers.

The lasers must be sent through the experiment vertically because the initial and final states differ

by only∆M = ±1, so the pump laser uses ẑ polarization (∆M = 0), while the stokes laser uses

x̂ polarization (∆M = ±1). For more details on this STIRAP process, see [88, 86], and for more

information on the gains provided by STIRAP over ACME I, see section 3.1.

While STIRAP is very efficient at preparing the desired state |ψ(t = 0, Ñ ⟩, imperfections can

produce an imperfect initial spin state, which can cause systematic errors as will be discussed in sec-

tion 3.4. To suppress these effects we implement a refinement laser step, also referred to colloquially

as the “cleanup laser”. This laser is tuned to the 703 nm transition between |H, J = 1, Ñ ⟩ and the

|I, J = 1,M = 0+⟩ state, which has a short lifetime of only∼ 115 ns [89, 90]. By sending this

laser through the field plates along the ẑ axis of the experiment, the polarization of the laser can be
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Figure 2.8: ACME II State Preparation. a. Level diagram showing how STIRAP was used to coherently transfer polulation
from the |X, J = 0,M = 0⟩ → |H, J = 1, Ñ = −1⟩ state in ACME II, which will also be used in ACME III. By
tuning the resonance of the STIRAP lasers we can also address the other Ñ . b. Level diagram showing the readout and
refinement lasers which are used to either prepare a specific initial spin state, or project out the spin state by optically
pumping from |H, J = 1, Ñ ⟩ → |I, J = 1,M = 0+⟩. By tuning the 703 nm laser we are able to address either
Ñ , and we can also perform the P̃ switch by addressing the |I, J = 1,M = 0−⟩ state. The 512 nm fluorescence
light is used for detection when projecting out the spin state. This figure was adapted from [8].

aligned with the x̂ axis. This laser optically pumps out the bright state, which in this configuration

is orthogonal to the desired state |ψ(t = 0), Ñ ⟩, and the desired dark state is left behind. While this

process could be performed with theC state as was done in ACME I [6, 7], in practice theH − I

transition dipole moment can be much more easily saturated than theH − C transition, provid-

ing more powerful suppression of phase misalignment errors. We are also able to use the same laser

system as the state readout described in section 2.3.6, reducing the complexity of our system and

making the laser systems more robust.

It is important to note that for both the STIRAP lasers and the refinement laser, we are able to

choose which Ñ state is addressed, and perform rapid switching between states. This is critical for

the switching described in sections 2.1.2 and 2.4. The methods for this switching will be discussed

in detail in section 3.2.
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2.3.5 Free Precession and Applied Fields

Before the molecular beam reaches the state preparation lasers, it enters the interaction region,

which runs from before the state preparation lasers until after the detection lasers. In this region,

the molecules are exposed to uniform applied electric and magnetic fields E⃗ and B⃗ that define the

ẑ axis. The electric field is produced by a pair of uniformly spaced glass field plates, separated by

4.5 cm for ACME II and 6 cm for ACME III, coated with a thin (20 nm in ACME II) layer of op-

tically transparent conductive Indium Tin Oxide (ITO). These transparent field plates allow for

both laser access along ẑ, and the detection of molecular fluorescence through them. The magnetic

field is produced by a coil outside the vacuum chamber referred to as the cosine theta coil due to the

angular dependence of the current density. This coil produces a highly uniformmagnetic field in

the region of interest, but we also have coils designed to apply auxiliary fields along x̂ andŷ and the

independent first order gradients (∂Bz/∂z, ∂Bz/∂y, ∂Bz/∂x, ∂By/∂y, ∂By/∂x,and ∂Bx/∂x).

This region is also shielded from the Earth’s magnetic field and stray magnetic fields in the room

by a series of µ-metal magnetic shields. ACME II used a five layer shield, while ACME III will use a

three layer shield, the development of which will be described in detail in section 5.2. In ACME II

this led to a typical ambient field magnitude of∼ 50 − 100 µG, while in ACME III we intend to

have an ambient field in the∼ 1 − 10 µG range, which will be necessary to suppress excess noise

associated with molecular beam velocity fluctuations.

Once the molecules have been transferred to the |ψ(t = 0), Ñ ⟩ state by the refinement laser,

they are allowed to precess freely in the applied fields for a fixed distanceL between the refinement

laser and the readout laser. In ACME I and II we usedL = 22 cm [8], while for ACME III we will

useL = 100 cm in order to make use of our better understanding of theH state radiative lifetime

after our recent measurement [70]. This precession takes place for an amount of time τ determined

by the forward velocity of the molecular beam v||, which as previously noted can fluctuate from
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shot-to-shot at the 10% level. After this time the molecular state can be represented as in equation

2.3 as |ψ(t = τ), Ñ ⟩ = e−iϕ|M=+1,Ñ ⟩−eiϕ|M=−1,Ñ ⟩√
2

.

2.3.6 State Readout andDetection

In the readout region, molecules are optically pumped from the |H, J = 1, Ñ ⟩ state to the

|I, J = 1,M = 0+⟩with a 703 nm laser similar to how the refinement laser prepared the state,

shown in figure 2.8. The short lived I state decays to the ground stateX by emitting a 512 nm pho-

ton. In order to project out the phase ϕ as described in section 2.2, we rapidly alternate the polariza-

tion between two orthogonal linear polarizations X̂ and Ŷ . This switching occurs at 200 kHz (i.e.

5 µs) much faster than the molecular beam transit time(≈ 10 µs), so that each molecule is exposed

to both polarizations, with enough dead time to prevent any overlap between the two polarizations.

The signal produced by this switching scheme can be seen in figure 2.9.

The 512 nm fluorescence light then passes through the transparent field plates and is collected by

eight pairs of lens doublets as shown in figures 2.3 and 2.4, which focus the light into fused quartz

light pipes. These light pipes transfer the light with total internal reflection out of the vacuum

chamber and the magnetic shields, where it exposes eight detectors. In ACME II these detectors

were photomultipler tubes (PMTs). To improve our collection efficiency, ACME III will use Silicon

Photomultipliers (SiPMs), described in more detail in section 4.1.3.

2.4 ACME Switches

In order to measure the EDM using the scheme described in the previous section, we must repeat

the experiment many times in multiple configurations. We do this by performing a number of

switches which typically either reverse the sign of applied field, or change a judiciously chosen cal-

ibration angle. These switches also allow us to study and significantly suppress systematic errors.
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The structure of the ACMEmeasurement timing and switches are shown in figure 2.9.

2.4.1 Block Level Switches and TheMinimum EDMMeasurement

The basis of the EDMmeasurement is the “block” which consists of roughly 60 s of data taking,

and consists of fast and independent switches of Ñ (the relative sign of the internal electric field of

the molecule and the applied electric field), Ẽ (the sign of the applied electric field), θ̃ (the readout

polarization basis dither), and B̃ (the sign of the applied magnetic field). Within a single block, we

measureΦ in each of the 24 different switch configurations. In practice our fastest switch is the Ñ

switch which we vary every 25molecular beam shots which we average into a single “trace”, and

takes about 0.6 s. We then vary the Ẽ state every four traces, corresponding to once every four Ñ

switches. We next vary θ̃ every four Ẽ switches. Finally our slowest switch is the B̃ switch which is

limited by the long time (∼ 5 s) required for degaussing the magnetic shields with each field rever-

sal. We perform this switch once for every two θ̃ switches and only once per block, roughly every

30 s. Additionally, to further suppress potential errors we randomly alternate the patterns of the

switching, with Ñ and B̃ following either a (+−) or (−+) pattern, and Ẽ and θ̃ following either a

(+−−+) or (−++−) pattern.

With these measurements we can define “switch parity components”, which are odd under the

specified switch [62]. We define a convention of using a superscript index u on a quantity to rep-

resent all of the switches which that quantity is odd under. Following this definition, the quantity

is then even under any switches not represented by u. For any quantity that does not reverse with

any switches, we use the superscript nr for non-reversing. We use this formalism to represent the

measured phaseΦ as a function of Ñ , Ẽ , and B̃ as

Φ(Ñ , Ẽ , B̃) = Φnr+ÑΦN+ẼΦE+B̃ΦB+Ñ ẼΦNE+Ñ B̃ΦNB+Ẽ B̃ΦEB+Ñ ẼB̃ΦNEB. (2.6)
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Figure 2.9: ACME II Switching Structure.
The full structure of switches and timing
sequences used in the ACME II measure‐
ment. a. Within a molecular beam shot
we switch between polarization states
X̂ (signal shown in red) and Ŷ (signal
shown in black) for the detection laser
in order to project out the spin state. b.
The signal from a single trace consisting
of 25 averaged shots separated out into
data from the two polarization states
with X̂ signal shown in red, and Ŷ in
black once again. c. The timing of a single
block, with the four block level switches,
Ñ , Ẽ , θ̃, and B̃, performed with a four‐
fold degeneracy. One block measurement
takes roughly one minute of data taking.
d. The timing of a single superblock mea‐
surement showing the relative timing of
the three switche P̃, L̃, and R̃, which
takes approximately twenty minutes of
data taking. e. The structure of a single
“run” of data taken within a day. On this
time scale we switched between taking
“normal data” at multiple values of |Bz|,
while also performing intentional param‐
eter variations for parameters, labeled
here as a‐e, for a superblock. it should
be noted that in addition to the |Bz|
values shown in this figure, we also ran
at |Bz| = 2.6 mG. f. The structure for
the entire data set used in the ACME II
result. At this time scale we also varied
the applied electric field magnitude |E|
and the value of |Bz| associated with
IPVs. This figure was adapted from [8].
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We also define the transformation by which we can extract component in the parity basis as

Φu(N , E ,B) = 1

28

∑
Ñ ′,Ẽ ′,B̃′=±1

(Ñ ′)
1−N

2 (Ẽ ′)
1−E
2 (B̃′)

1−B
2 Φ(Ñ , Ẽ , B̃), (2.7)

which can be extended to consider an arbitrary number of switches.

It is important now to consider what the individual switch components represent. Most impor-

tantly,ΦNE is the EDM correlated phase component, used to ultimately extract de. This can be

seen as it by definition reverses with both Ñ and Ẽ , which are the only switches we would expect to

reverse the energy shift produced by the EDM given asU = −d⃗e · E⃗eff. ΦB is the Zeeman preces-

sion phase, which we use to extract the average precession time τ for each block using the equation

ΦB = −µ|Bz|τ/ℏ. For ACME II,ΦB ≈ π/4with an applied field of |Bz| = 26mG.

We can now combine what we have covered in this section and section 2.2 to calculate the EDM

from a single block. We first compute the contrast as

C(Ñ , Ẽ , B̃) = −1

2∆θ
[A(Ñ , Ẽ , B̃, θ̃ = +1)−A(Ñ , Ẽ , B̃, θ̃ = −1)] (2.8)

where here∆θ is the dither angle of∼ 0.2 rad, and we averageA(Ñ , Ẽ , B̃, θ̃) over the two θ̃ states

as

A(Ñ , Ẽ , B̃) = sgn(C)
2

[A(Ñ , Ẽ , B̃, θ̃ = +1) +A(Ñ , Ẽ , B̃, θ̃ = −1)]. (2.9)

These definitions and equation 2.4 relate the EDM de toΦNE as

ΦNE = −deEeffτ/ℏ, (2.10)

from which de can be extracted most reliably.
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2.4.2 Other Switch Timescales

At slower timescales than the≈ 60 s block we perform additional switches which are designed to

suppress potential systematic errors. For a more in-depth discussion of these potential systematic

errors and others see section 3.4. We first define the “superblock” structure which consists of three

switches performed over the course of approximately 20minutes. While not necessary for the min-

imal EDMmeasurement made with the block level switches, in practice we make use of all 27 block

and superblock switch states when extractingΦNE .

The first of these switches is the P̃ switch, which is performed every two blocks (roughly

every two minutes). This switch consists of changing which of the two parity states of the

|I, J = 1,M = 0±⟩ state are used for the readout laser. This is done by tuning the readout laser

frequency to select the correct resonance, where the two lines are split by∆Ω = 90MHz [90]. The

P̃ = +1 state addresses theM = 0+ state as described in section 2.3.6, while P̃ = −1 corre-

sponds to addressing theM = 0− state. Reversing P̃ is equivalent to rotating the angle between the

refinement and readout lasers, θ, by π/2. This serves to remove systematic effects that appear as a

spurious asymmetry. Similar to the block switches, we randomize the order of this switch, while we

do not randomize the order of the other two superblock switches.

The second superblock switch is the L̃ switch, which is performed every four blocks, and consists

of mechanically reversing the leads of the voltages that are applied to the field plates. In conjunction

with switching the relays, we also switch the polarity of the supplies such that in an ideal system this

switch should have no effect on the apparatus. This suppresses systematics that may be related to

offsets in the voltage supplies.

The final superblock switch is the R̃ switch, which is performed every eight blocks (≈ 10min,

and consists of physically rotating the polarization basis of the readout lasers by π/2. This is per-

formed by mechanically rotating a wave plate in the path of both the X̂ and Ŷ readout lasers. This

35



switch has the same effect as the P̃ switch, which further helps to suppress asymmetry related ef-

fects.

In addition to superblock switches we also take EDM data at multiple values of |Bz| and |E|. In

ACME II we used the values |Bz| = 0.7, 1.3, 2.6, and 26mG, and |E| = 80 and 140V/cm. For

ACME III, we are likely to use the same values of |E|, but we will need to use new values of |Bz| to

reduce a known excess noise source, discussed in sections 3.4 and 5.2.

In addition to the previously described switches which we consider to be “normal” data collec-

tion, we also interspersed our data collection with time spent under “intentional parameter vari-

ations” (IPVs). In these conditions one or more experiment parameters were intentionally set to

deviate from their ideal parameters, often to an exaggerated degree relative to what could reason-

ably occur in the experiment. This allowed us to both measure the sensitivity of the EDM phase to

known systematics and search for new sources of systematic error with high sensitivity. These IPVs

and the related systematic effects will be discussed in detail in section 3.4.
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But somewhere along the way

I started to smile again

I don’t remember when

Somewhere along the way

Dawes, Somewhere Along theWay

3
The ACME II Measurement

In 2018, ACME II reported a newmeasurement that set a limit on the electron

EDM |de| < 1.1 × 10−29 e cm, which improved on the previous best limit set by ACME I by

nearly an order of magnitude [8, 6]. This result is already very well documented in the theses of

Cristian Panda [88], Zack Lasner [84], and Brendon O’Leary [91]. This chapter is my summary

of the ACME II measurement I participated in. It will also provide context and a basis for under-
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standing the development of the ACME III experiment, discussed in chapters 4 and 5. Section 3.1

discusses the way the experiment was upgraded to improve sensitivity after the ACME I result. Sec-

tion 3.2 discusses the laser systems used for the ACME II measurement, many of which will be the

same for ACME III. Section 3.3 discusses the electric magnetic field control systems of ACME II,

which had to be redesigned after ACME II to accommodate the longer interaction region of ACME

III. Section 3.4 discusses the systematic errors that contributed to the ACME II result, with a partic-

ular focus on those which factor heavily into the design of ACME III. Finally, section 3.5 discusses

the statistics of the ACME II result.

3.1 Upgrades over ACME I

The transition from ACME I to ACME II is marked by a significant number of changes that im-

prove experiment sensitivity. In order to better understand the motivation behind each change, it

is helpful to describe all changes as belonging to one of three categories. The first category is those

changes which improve the statistics of the experiment by lowering the shot-noise limit. The second

category is those changes which suppress known systematic effects that were either significant in the

previous generation, or are expected to become significant in the newmeasurement. These first two

categories will be discussed in this section. The final category of upgrades consists of those which

either make the experiment more robust or address known difficulties with the previous generation,

however the benefits of these upgrades are harder to quantify. In order to increase the robustness of

the experiment and reduce time spent on experiment maintenance, improvements were made to the

data acquisition system [91], the interaction region vacuum system, the laser systems as discussed in

section 3.2, and the magnetic field monitoring as discussed in section 3.3.
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In chapter 1 we showed that the sensitivity of a shot-noise limited measurement scales as

δde =
ℏ

2Eeffτ
√
ṄT

, (3.1)

which serves as guide for how we can improve each ACME experiment. While in an ideal case we

would be able to target improvements at the two terms, Eeff and τ , which the sensitivity scales as

the inverse of, but in practice for ACME II this was not possible. In order to improve on Eeff we

would need to switch to another molecule, as we were already able to fully polarize ThO in ACME

I [7, 6]. Although we now have a better understanding, during ACME I and II theH state lifetime

was only known to be τH ≳ 1ms [78, 75, 92], and the precession time of τ ≈ 1ms had been

optimized based on this understanding. This leaves only the count rate Ṅ , and the integration time

T as candidates for improving the sensitivity of ACME II. The majority of the statistical sensitivity

upgrades that were implemented in ACME II ultimately improved the count rate, as the integration

time proved to be limited both by the amount of time spent collecting data during ACME I, and the

duty cycle of the experiment. The methods for increasing the count rate in ACME II primarily fo-

cused on removing steps of the experiment with large losses in order to maximize the flux of usable

molecules and improve the detection efficiency of the system. We can summarize these signal level

gains in table 3.1, which is discussed in detail in the following sections. We also now clarify the dis-

tinction that will be made in this work between signal gain, which increases the fluorescence count

rate of the experiment, and sensitivity gain, which directly changes δde, and scales as the square root

of signal gain1.

1In order to make a better comparison between signal and sensitivity gain, we typically talk about im-
provements as gains to both values, where for sensitivity gain we are actually describing the gain for the
quantity 1/δde.
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Upgrade Demonstrated Signal Gain
X-C-H STIRAP for State Preparation ∼ 12×

BeamGeometry ∼ 7×
Collection Optics Efficiency and DetectionWavelength ∼ 5×

Actual Combined Gain ∼ 400×

Table 3.1: ACME II Demonstrated Signal Gains. Table showing the measured gain in the fluorescence count rate relative
to ACME I for each of the count rate upgrades implemented in the ACME II measurement. Each upgrade was first
demonstrated independently to determine the expected gain, then the combined gain was measured on the full ACME II
apparatus, giving the actual combined gain.

3.1.1 STIRAP

The largest single signal gain in ACME II came from improving the efficiency of the state prepara-

tion method by implementing a STIRAP process. This work was led by Cristian Panda, and was re-

ported both in his thesis [88], and in [86]. In ACME I, state preparation was performed as shown in

figure 3.1 by optically pumping molecules from the |X, J = 1−,M = ±1⟩ state, which had been

prepared with a different rotational cooling scheme from ACME II, into the |A, J = 0+,M = 0⟩

state [7, 6]. It should be noted that although this was performed in an applied electric field,Ω = 0

for both theX andA states, so parity is still a good quantum number in this case. The excited

|A, J = 0,M = 0+⟩ state can decay to the |H, J = 1⟩manifold that we use for the experiment,

with a measured branching ratio of∼ 0.35 [93, 88]. However, this incoherent decay populates

five out of the six states in the |H, J = 1⟩manifold, with 1/6 of the population in each of the four

|H, J = 1, Ñ = ±1,M = ±1⟩ states, and 1/3 of the population in the parity allowedM = 0

state, |H, J = 1,M = 0−⟩. As such, only 1/6 of the decay from theA state ended up in the de-

sired initial state |ψ(t = 0), Ñ ⟩ as defined in equation 2.1, while the remaining population in the

desired Ñ state had to be pumped out by the refinement laser (using optical pumping to theC state

rather than the I state). Ultimately this resulted in a transfer efficiency of only 6% [7].

As STIRAP is a coherent process, it can be used to both prepare a desired spin aligned state in the
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Figure 3.1: ACME I State Preparation Scheme. Molecules are excited to theA, J = 1 state via optical pumping
with a 943 nm laser. Once in theA state the molecules spontaneously decay to theH state with a branching ratio of
∼ 0.35. This method only has a transfer efficiency of 6%. Once in theH state, a refinement laser prepares the spin
aligned state.

final state, and select a particularNstate state. These combined effects allowed us to demonstrate

a 75% ± 5% transfer efficiency from |X, J = 0⟩ → |ψ(t = 0)Ñ ⟩ [86]. While this efficiency is∼

12× higher than that of optical pumping, it is notable that this efficiency is less than has now been

demonstrated forX-C-Q STIRAP, which has demonstrated 90% efficiency [87]. One possible

explanation of this lower efficiency is due to the power requirements of saturating the 1090 nmC-

H Stokes transition. Tests in which the power of the pump and Stokes lasers were independently

varied indicated that the transfer efficiency was still increasing with Stokes laser power when the

maximum available power of our fiber amplifier (10W) was reached. This may be a possible source

of further gain in the future, but this gain will be quite small (∼ 20%).

One benefit that the ACME I scheme had over the ACME II state preparation method was that

it was possible to switch the prepared state orientation, which was referred to as the G̃ switch. This

switch was performed as a global rotation by π/2 for both the refinement laser and the readout

beams [6, 7]. However, for STIRAP we require the use of ẑ polarized light due to selection rules,

so the STIRAP lasers are launched vertically through the experiment, and so ŷ polarized light is not
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possible. The removal of this switch did not impact the systematic errors in ACME II, but has been

considered as an option for ACME III.

3.1.2 BeamGeometry

The second largest signal gain in ACME II came from optimizing the geometry of the experiment

in order to better take advantage of the large flux of molecules exiting the beam source that did not

make it to the detection region. This upgrade, which ultimately resulted in a factor of 8× larger

beam flux, came from two modifications; decreasing the distance the beam traveled before the state

preparation region, and increasing the separation of the field plates and the fixed collimators. No-

tably, these changes were made while still using the majority of the apparatus of ACME I, and the

ultimate values chosen for these changed parameters reflect the limitations of this apparatus. As

ACME III required a complete redesign of the interaction region, the designs of the new ACME III

apparatus were not limited by the ACME I and ACME II apparatus, and the upgrades discussed in

sections 4.1 and 5.3 reflect this fact.

The molecular beam source has a uniform angular distribution so we can easily see that the num-

ber of molecules that pass through a square fixed collimator a distance l from the beam source skim-

mer will scale as∝ 1/l2. In ACME I, this distance between the two apertures was lI = 1.3m,

which was largely set by the distance needed for rotational cooling, the length needed for formed

bellows to join the interaction region chamber to the beam source, gate valves, space for an adjust-

ment mechanism on the interaction region collimator, and a nipple to connect this “stem” region

to the chamber inside the shields. ACME II was able to decrease this length to lII = 1.1m by con-

verting the adjustable collimator to a low profile fixed separation collimator, reducing the length of

the rotational cooling region, and changing to shorter length vacuum components including shorter

gate valves and edge welded bellows. Ultimately this resulted in a gain factor of l2I
l2II

= 1.4. However,

this distance could not be further decreased due to the required distance for the ACME II rotational
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cooling scheme, and the long nipple required to connect the interaction region chamber inside the

five layer magnetic shields to the stem region.

Further signal improvements were made possible by reconsidering the aperture size of the in-

teraction region collimator, which is designed to protect the field plates from the molecular flux.

This was done so that ThOmolecules and other beam source products could not build up on the

conductive ITO field plate coating and create new patch potentials, which could cause new system-

atic errors. In order to do this the collimator was set so that no ballistic path from the beam source,

modeled as a small disk, could pass through the collimator, with a 1 cm separation in ACME I, and

come within 3mm of the field plates, which were separated by 2.5 cm in ACME I 2. As such, in-

creasing the collimator size also necessarily means increasing the separation of the field plates. While

in an ideal case the beam flux would scale quadratically in the collimator size, in practice the effi-

ciency of the collection optics also drops with field plate separation and with the larger molecular

beam size. Cristian Panda performed simulations [88] in order to determine that with the ACME

I collection optics the gain could be optimized by moving to a 2.5 cm collimator and a field plate

separation of 4.5 cm, which combined with the gain of 1.4 listed above, gave a∼ 7 − 8× larger

signal.

While changes were made to the collection optics in ACME II, it is helpful to separate out this

gain as an independent factor as will be done in the next section. Although it did not impact the

design of ACME II, it is worth considering that the increased beam size significantly increases the

laser power required to saturate all of transitions used, both because the beam includes a larger range

of transverse velocity and thus a larger Doppler width, and because the spatial area needed to be

covered by the lasers is larger. However, this change may have also contributed to the slightly lower

observed non-reversing electric field, Enr, due to the increased distance between any patch potentials

2Both Cristian Panda and Brendon O’Leary note in their theses that the original reason for this design
choice has been “lost to history” [88, 91] so I can’t speculate as to the reason.
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on the field plates and the molecular beam.

3.1.3 Improved Collection Efficiency andDetectionWavelength

As described in the previous section, it became necessary to redesign the collection optics, which

transferred the readout fluorescence to the detectors, in order to optimize for the larger field plate

separation. The collection optics, which consist of eight lens doublets, which are placed on the

outside of the electric field plates to ensure field homogeneity, were optimized using simulations

performed by Cristian Panda [88] in LightTools. This resulted in tiling the lens doublets closer to-

gether and optimizing the angles of the lenses. In addition to this, the two 9mm aperture bundled

fibers used as light guides in ACME I were replaced with eight 16mm fused quartz light pipes, each

going to their own PMT. This change served two purposes, the first of which was that the light

pipes do not suffer from the limited 65% fiber packing fraction of the fiber bundle. The second

purpose was increasing the total detection area by a factor of 4 by adding an individual light pipe

and PMT to each lens doublet, as opposed to combining four lens doublets as in ACME I.

In addition to these collection optics changes, ACME II changed from using the |C, J = 1⟩ state

for refinement and readout to using the |I, J = 1⟩ state for both processes, as described in sections

2.3.4 and 2.3.6. The primary benefit of this change came from the new wavelength of the detected

photons, 512 nm for the I state versus 690 nm for theC state, for which available PMTs have a

much higher quantum efficiency3. In practice, this resulted in a 2.5× gain in detector quantum effi-

ciency over ACME II [91]. The branching rate from |I⟩ → |X⟩, measured to be 91% [89], was also

significantly higher than the |C⟩ → |X⟩ branching ratio of only 75% as determined by Paul Hess

[80]. While not a direct gain, this new detection wavelength did not overlap with the laser wave-

lengths used in any of the other processes in the experiment, which meant that any laser background

3Hamamatsu R7600U-300
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could be removed with bandpass filters, as had also been the case in ACME I. Last, the I state ra-

diative lifetime (∼ 115 ns [89]) was much shorter than theC state radiative lifetime (∼ 500 ns)

[80]). This meant that the polarization switching rate could be increased from 100 kHz to 200 kHz,

and as a result the width of the readout laser along x̂ could be decreased, which helped reduce con-

cerns about laser power introduced by the changes to the beam geometry. The new transition also

required a change of the applied electric field compared to ACME I, which was chosen such that

theX-I resonance was far from theX-C resonance used for STIRAP while maintaining a relativle

small applied field.

Unfortunately, these decisions were made after the field plates for ACME II had already been

coated, and the coatings had not been optimized for 512 nm, resulting in a transfer efficiency

through the field plates of only∼ 70%. Despite this, the combined collection efficiency was mea-

sured to be∼ 20% [88], which combined with the quantum efficiency of the PMTs at 512 nm

resulted in a combined detection efficiency of∼ 4%. Ultimately this was roughly 5× higher than in

ACME I. However, this number still had a large margin for possible improvement, and was revisited

in ACME III, as discussed in sections 4.1 and 4.1.3.

3.1.4 Electric Field Plates

In ACME I, the largest systematic error was caused by a coupling between polarization ellipticity

gradients in the refinement and readout lasers, which coupled with the AC Stark shift to prepare a

portion of the phase in the spin state orthogonal to the desired initial spin aligned state. For a full

description of this model see the ACME I result papers [6, 7]. This systematic, which was signif-

icantly suppressed due to the efforts described in this section, remained significant for ACME II

and is discussed further in section 3.4. The ellipticity gradients in ACME I were caused by heating

of the glass field plates by the refinement and readout lasers, which had a spatially varying intensity

profile, with a∼ 10%/mm circular polarization component along x̂[7, 6], which introduced stress
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to the glass, causing a a spatially varying birefringence. This particular effect has been observed in

a number of different systems including Nd:YAG rods [94] and windows [95, 96]. Fortunately for

ACME I, this systematic could be managed by rotating the polarization of the refinement laser such

that the polarization aligned with the birefringence axis of the field plate, and lowering the incident

laser power. This resulted in simply rotating the initial prepared state by an angle θprep relative to

the x̂ axis. Unfortunately for ACME II, this was no longer possible as the STIRAP scheme required

that the initial state be aligned with the x̂ axis due to the polarization requirements of the STIRAP

lasers.

In order to understand the solution to this problem used in ACME II, it is helpful to consider

the model for how this thermal stress-induced birefringence occurred. For this case we need only

consider the spatial variation of the laser in the x̂ direction as the laser is sufficiently stretched along

ŷ to engulf all molecules that the spatial variation along ŷ is small in the region we care about. If we

also assume that there are no shear stresses, we can represent the difference between the indices of

refraction in the x̂ and ŷ directions using the stress-optic law [97] as

∆n = K(σxx − σyy). (3.2)

Where in this equation σxx and σyy are the principal stresses along the x̂ and ŷ axes, whileK is a

material property of the glass called the “stress-optic coefficient”. This results in a retardance for

each laser given by Γ = 2π∆n(t/λ), where λ is the laser wavelength and t is the thickness of the

glass. We can now consider the stress caused by the heating rate Q̇(x) given by

∂2σyy
∂x2

=
EαV

κ
Q̇(x), (3.3)

whereE is the Young’s modulus of the glass, αV is the coefficient of thermal expansion of the glass,
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and κ is the thermal conductivity of the glass [98]. With these quantities and the bulk absorbance of

the glass, α, we can define a material property of the glass

ηthermal ≡ 2πKEαV α/κ, (3.4)

which is just a material property of the glass [7, 79], such that we can relate the intensity profile of

the laser I(x) to the stress induced birefringence as

∂2Γ

∂x2
= ηthermal

t

λ
I(x). (3.5)

Accordingly it is possible to select a glass such that η is minimized.

In ACME I, the field plates were made from Borofloat glass [99], which was not chosen to op-

timize this parameter in any way, and has a much higher value of ηthermal than many other avail-

able glasses on the market, where ηthermal,Borofloat ≈ 20 − 30 × 10−6 W−1 [99]. Ultimately,

ACME II found that the best alternative was Corning 7980 fused silica [100], as the roughly∼ 6×

smaller coefficient of thermal expansion, and∼ 50× smaller absorbance result in ηthermal,7980 ≈

6 × 10−8 W−1 [100]. This reduced the thermal stress induced birefringence due to the glass by

about a factor of∼ 300, well below the expected level of sensitivity for ACME II. This glass was also

used for the relevant vacuum windows as these components also contribute to the ellipticity of the

laser profile.

In this model it is also important to consider the absorbance of the ITO coating layer, which in

ACME I had a thickness of 200 nm and an estimated absorbance of roughly∼ 5 − 10%, with

higher absorbance at 703 nm than 1090 nm [79]. In ACME I, this was comparable to the bulk ab-

sorbance of the borofloat glass, but this absorbance would dominate the absorbance of the Corning

7980 field plates. As such, in an effort to lower the absorbance of the ITO coating, the ACME II
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field plates were coated with only 20 nm of ITO.

In order to verify that these changes would not introduce new issues, the resistivity of test pieces

from the same coating run were measured to have a resistivity of 2000− 4000 Ω/Square, which was

sufficient for ACME II [88]. In addition to this, Vitaly Wirthl performed measurements with the

polarimeter originally built by Paul Hess and Ben Spaun [101, 80, 93] in order to determine that the

the thermal stress induced birefringence was∼ 0.1%/mm at the maximum intended 703 nm laser

power of 1W[101]. This was also consistent with tests performed with up to 6Wof 1090 nm light

on field plate samples. This successfully suppressed the thermal stress-induced birefringence below

the ACME II sensitivity, however as discussed in section 3.4 stress-induced birefringence remained

a significant source of systematic error in ACME II, and many of these considerations were revisited

in the design of ACME III as described in section 4.2.2.

3.1.5 Upgrades thatWere not Implemented

In the development phase of ACME II multiple upgrade paths were considered, and significant

effort was put into some systems which ultimately did not make it into the final apparatus. There

were two such systems which are of particular interest, both for the amount of development put

into the systems and for what we learned from them that we would eventually implement in ACME

III.

The Thermochemical Beam Source

The first of these upgrade projects was the thermochemical beam source developed by Elizabeth

Petrik West [102] andJacob Baron. The idea behind this system was to create a new buffer gas beam

source that used the high temperature reaction

Th(s)+ ThO2(s) → 2ThO(g), (3.6)
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where the parentheses indicate the phase of the reactants and product, in order to increase the beam

source molecule flux. This system used pressed powder targets made up of 75%ThO2 and 25%Th,

which was heated by a power modulated fiber laser in a cell similar to the ablation cell.

While high beam fluxes were demonstrated this upgrade was not implemented for two primary

reasons. The first was that the system required further study in order to either understand or con-

trol variations in the beam properties which could introduce noise to the experiment. The other

reason, which is particularly relevant in this work is that the signal from a fresh thermochemical tar-

get decayed significantly (a factor of∼ 3 − 5) within the first 12 hours of use[102]. This would

have required daily changes of the pressed powder targets which need to be kept at cryogenic tem-

peratures while running in order to provide a significant gain over the ablation source. The ablation

targets also show significant decay over time, and it was found that the gains of the thermochemical

source would be smaller than hoped if compared to the ablation source with a similar target change

frequency. While not implemented for ACME II, these considerations and what we learned about

the ablation targets decay over time provided the motivation for the development of a load lock for

rapid target changes which will be used for ACME III and is discussed in section 4.1.5.

The Ground State Electrostatic Lens

The second upgrade project was an electrostatic lens to focus molecules in the

|X, J = 1−,M = 0⟩ or |X, J = 2+,M = 0⟩ state [88]. A lens was built and tested using

quadrupole electrodes, which operated similarly to the lens we plan to use in ACME III, which is

discussed in sections 2.3.3 and 4.1.2. This lens system required that the electrodes be charged to

±30 kV in order to achieve a gain of roughly∼ 20 relative to ACME I. Unfortunately it turned

out that leakage currents from the lens electrodes produced 60 keV bremsstrahlung x rays [103].

While significant effort was spent on preventing these x rays, particularly by AdamWest, we were

unsuccessful at preventing them with this lens system. Additionally, it was determined that a∼ 2×
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smaller gain could be achieved with the beam geometry changes described in section 3.1.2 without

the addition of the lens. We revisited the concept of the electrostatic lens when developing ACME

III, with the plan to perform the lensing in the recently studiedQ state [87], where the lens which

has been demonstrated requires roughly half of the applied potentials, and with improved manufac-

turing we have demonstrated charging to±30 kV without x ray production[85].

3.2 Laser Systems

The ACME II experiment collected data for 16 hours per day, 5 days a week, for roughly 3months

during the final measurement run, and collected data at slightly slower rates for over a year. In order

for this to be possible, it was necessary to ensure that all of the laser systems were as robust as pos-

sible so that the experiment did not lose unnecessary time to fixing unlocked lasers. Additionally,

it was necessary to implement a large number of frequency switches for some of the lasers. In this

section we will describe the laser systems used for ACME II, as well as efforts to ensure their robust-

ness.

3.2.1 The Ablation Laser

From a maintenance perspective, the ablation laser was the simplest laser system we used in ACME

II, as it did not require any frequency stabilization. We used a Nd:YAG pulsed laser4 with pulse en-

ergy∼ 50mJ, pulse duration of∼ 15 ns, and repetition rate of 50Hz to ablate the pressed powder

targets. While this laser was doubled from 1064 nm to 532 nm the ratio of IR to green light has no

significant effect on the ablation process [79], but the green light is used for alignment purposes.

The laser is focused down to a small spot on the target surface by a lens approximately one focal dis-

tance away, however the exact spot size is not well known as the lens position is regularly manually

4Litron Nano TRL 80-200
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adjusted to optimize molecular beam flux. In addition to this, the mirror which directs the beam

into the cell is controlled by a pair of servos, that allow us to control the beam position on the target

from the main experiment control computer. This was necessary as after selecting a new ablation

spot on the target, the molecular flux would begin to decay very quickly, such that for a new target

the signal level would drop below the threshold we set for good data within∼ 20 − 30minutes for

a brand new target, or∼ 5minutes for a target near the end of its life. These servos allowed us to

track where we had already ablated the target and depleted the signal, while also allowing us to easily

see the signal response to the ablation spot location in real time.

We also discovered during the ACME II data run that the YAG power supply broadcasts voltage

spikes every time the flash lamps fire (every 5ms). This caused a dip in the fluorescence signal as

the discharge was picked up by the data acquisition system. We were able to shield this effect by

ensuring that the housing of the YAG power supply was properly closed during use and placing a

Faraday cage around the laser head and umbilical. This should be kept in consideration for ACME

III.

3.2.2 ACME II Rotational Cooling Lasers

The two rotational cooling lasers used in ACME II were external cavity diode lasers (ECDLs) built

in the lab using the design described in Yulia Gurevich’s thesis [104]. These lasers were frequency

stabilized by locking to a scanning Fabry-Pérot transfer cavity, which was itself referenced to a

stable laser. This stable laser was an Nd:YAG laser at 1064 nm that was frequency doubled and

locked to a reference line in a molecular iodine cell, which was developed by Daniel Farkas [105].

With this method we are able to stabilize the frequency of each laser with a linewidth of roughly

∼ 1 − 2MHz. This reference source provided significantly more frequency stability than we could

reasonably take advantage of during the ACME II experiment, but it was available to the ACME II

experiment, and was used for both transfer cavity locks and calibrating our wave meters. Notably,
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this was not transferred to Northwestern University when the experiment moved, and so new stable

references have been implemented for ACME III. The two ECDLs, which optically pumped the

|X, J = 2+⟩ → |C, J = 1−⟩ and |X, J = 1−⟩ → |C, J = 1Mixed⟩ transitions were built using

ThorLabs HL6750MG diodes, which were rated for 50mW, which after fiber coupling and locking

was sufficient to provide the∼ 15mWwe needed for laser cooling.

The lasers are fiber coupled and sent to a table next to the stem region of the experiment, where

they are expanded vertically by cylindrical lens telescopes to∼ 1.25 cm [84] in order to engulf the

molecular beam at the stem. The light then reaches the molecular beam where it is reflected by a pair

of mirrors so that the lasers pass through the molecular beam 7 times. Between each pass the lasers

go through a λ/4waveplate, then are reflected through that same waveplate so that the polarization

alternates between ŷ and x̂ polarization with each pass, which is necessary to ensure that there is no

dark state within the |X, J = 2+⟩ or |X, J = 1−⟩manifolds.

Work to Upgrade the Rotational Cooling Lasers

During the ACME II measurement Daniel Ang and I spent significant time and effort on upgrad-

ing the rotational cooling lasers so that they would be more robust than the home built ECDLs we

ultimately used. The idea behind this project was based on the work Cristian Panda had already

done in developing the lasers used for the state preparation STIRAP in ACME II [86], which had

demonstrated the ability to lock a laser for up to a week, as opposed to the typical∼ 1 day of lock-

ing we could achieve with the home built ECDLs and the transfer cavity method. This method

relied on two upgrades, the first of which was using a commercial ECDL5 with a high quality AR

coated laser diode diode6 with a much larger mode-hop free tuning range (in practice∼ 10GHz at

690 nm) than the home built ECDLs.

5Toptica DL Pro
6LD-0695-0040-AR-1
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The second improvement was referencing the laser frequency to ultra low expansion (ULE) glass

caviy using the Pound-Drever-Hall (PDH) locking scheme[106]. The cavity consisted of a ULE

glass spacer with one planar mirror and one concave mirror and had a finesse of∼ 30, 000. The cav-

ity was housed in a homemade vacuum chamber with the ability to temperature stabilize the cavity

to minimize expansion or contraction of the ULE glass at the critical temperature of the glass. In

this method an electro-optic modulator (EOM) is used to add 10MHz sidebands to the laser carrier

frequency, which is then aligned into the cavity. We detect the reflected light off of the cavity, and

mix it with the original EOMmodulation frequency to extract a DC component and a component

oscillating at twice the modulation frequency, which we filter out. This provides an asymmetric

error signal and we use a Toptica Digilock 110 module to provide proportional-integral-derivative

(PID) feedback to the laser based on this signal, stabilizing both the laser current with a bandwidth

of≤ 5MHz and the grating piezo with a slow bandwidth of≤ 100Hz. Tests performed by Cris-

tian Panda demonstrated that this technique resulted in a laser linewidth below 150Hz [88]. In

order to control the laser frequency while locked to the ULE cavity, we put a double passed acousto-

optic modulator (AOM) between the EOM and the cavity so that we can shift the laser output

frequency relative to the cavity mode without disturbing the lock. Longer term drifts of the ULE

cavity were corrected by an optical frequency comb7 referenced to a GPS stabilized signal.

In order to implement this system for rotational cooling, we needed to set up and lock two new

lasers with this method, and ran into two challenges. The first challenge we found is that the avail-

able AR coated laser diodes could only provide up to 25mWof power, which in an ideal system

would have been sufficient to saturate our laser cooling transitions. However, unlike the lasers

locked to the transfer cavities, in ACME II we were not able to lock to our ULE cavities in the room

that housed our main apparatus, likely due to the large amounts of acoustic noise in the room, and

7Menlo Systems
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instead housed our stable lasers in quieter room in a nearby building. Bundles of 100m optical

fibers were run between these two rooms by students working on the original ACME I experiment.

This presented a significant issue, as the power lost over these long fibers meant that we did not

have enough power at the experiment to saturate the laser cooling transitions. We initially consid-

ered using the ULE stabilized commercial lasers as a primary system to drive the home built lasers

as a secondary system, but ultimately settled on amplifying the ULE stabilized lasers with a tapered

amplifier providing up to 300mW as we did for the STIRAP 690 nm laser.

The second challenge we encountered related to an unknown noise source in the PDH locking

scheme which caused a drift in the background level of the error signal. While we could temporarily

offset this drift when we initially locked the lasers, we found that over time this drift would unlock

the laser on the timescale of a few hours to∼ 1 day, eliminating the primary benefit of this upgrade.

One of the benefits of PDH locking is that it is generally insensitive to fluctuations in laser power,

however it is sensitive to fluctuations in the laser phase, which can produce these changes in the

error signal background level. While we did not successfully find the exact components that caused

this issue, moving the lasers to a new table and realigning a number of the optics suppressed this

drift. Ultimately we did not resolve this issue before the ACME II measurement began its final data

run, so this upgrade was not implemented for ACME II, but will be implemented for ACME III.

3.2.3 STIRAP Lasers

The STIRAP laser system required two lasers, the pump laser at 690 nm requiring∼ 15− 20mW,

and the Stokes laser at 1090 nm requiring< 10W in order to saturate[86]. Both lasers were Top-

tica DL Pro systems stabilized with the ULE cavity PDH locking scheme described in the previous

section. In order to achieve the powers needed for STIRAP, both lasers needed to be amplified. The

690 nm laser used the same tapered amplifier described in the previous section to achieve a power
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of 300mW. The 1090 nm laser was amplified with a commercial fiber amplifier8 to 10W, which

as described in section 2.3.4 was not sufficient to fully saturate the STIRAP transition, but was the

highest power easily available at the time. Both lasers are coupled into single mode fibers after ampli-

fication to clean up the spatial mode, and expanded before being focused into the state preparation

region.

In order to select out a particular Ñ during the STIRAP process we shift the two-photon res-

onance by tuning the 1090 nm Stokes laser. We also shift the Stokes laser frequency to shift the

two-photon resonance to adjust from the different Stark shift when operating at |E = 80V/cm

and |E = 140V/cm. This is done after the first fiber amplifier with a series of AOMs, where the

laser carrier frequency is initially red detuned from both Ñ . The laser passes through four AOMs

in series, where the first order deflected beam from each AOM is split off and recombined with a

series of 50/50 beam splitters. This switching scheme allows us to select one out of four possible

frequencies by turning on a single AOM and leaving the other three turned off. However, each

AOM switch is only roughly∼ 80% efficient, and the two 50/50 beam splitters each beam passes

through, followed by a new fiber coupling results in a total power loss of roughly∼ 6 − 7×. In

order to counteract this, the Stokes laser is amplified with a second 10Wfiber amplifier in the same

room as the experiment to prevent further fiber coupling loss over long distances.

The two STIRAP lasers were launched vertically through the experiment apparatus and so a pair

of structures were built. The first structure supported the laser breadboards, and was attached to

the floor of the lab. The second structure, known as the “laser lounge” was a raised platform con-

nected to the lab walls so that adjustments could be made to the STIRAP optics safely and comfort-

ably. This platform also allowed vertical access to the experiment for magnetometry measurements.

The two structures and the experiment were all kept separate mechanically to isolate vibrations.

8Nufern PSFA-1084-01-10W-1-3
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However, as discussed in section 5.2, the new lab space for ACME III does not have an equivalent

support structure to the laser lounge, so work is required to determine the best way to mount the

ACME IIIX-C-H STIRAP lasers.

3.2.4 The Refinement and Readout Laser

Both the refinement laser and the readout laser for ACME II were provided by a single laser system.

This system consisted of a a Toptica DL Pro ECDL at 703 nm locked to the same ULE cavity as the

STIRAP lasers, and a high powered Ti:Sapph laser referenced to the ECDL. This was necessary as

the ECDL only provided∼ 40mW, while the refinement beam ultimately needed∼ 800mW

of power to suppress errors in the spin aligned state, and the readout beam needed∼ 100mW to

saturate theX → I transition. The Ti:Sapph laser9 was pumped by an 18Wpump laser10, and

produced a typical output of∼ 4− 5Wduring the ACME II measurement11.

The locking mechanism between the Ti:Sapph and the ECDL, originally implemented by Cris-

tian Panda[88], and based on [107], relies on a beat note between the two lasers, created by overlap-

ping the two beams on an avalanche photodiode. This signal is then amplified by an RF amplifier

with a 2GHz bandwidth12, then mixed with the output of a custommade RF chirp generator13 to

produce a signal that oscillates at the difference frequency between the lasers minus the frequency

of the chirp generator, while the higher frequency beat component is filtered out. This lower fre-

quency signal is then split evenly between two lines, one of which travels through a 1m delay line

9MSquared SolsTiS
10Lighthouse Photonics Sprout G18
11This power has decayed over time since the ACME II measurement and we have not reached 5W since

then. This decay is at least in part related to a surface within the proprietary laser head which needs to be
cleaned every 1 − 2 years of use, however service visits have not been able to reach the 5Wwe originally saw,
and the laser is only specified for 3W.

12ZFL-2000+
13This system was built by JimMcArthur at Harvard University.
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before the signals are mixed back together. After filtering out the high frequency beat signal, we are

left with a sinusoidal error signal. This error signal is sent to the Ti:Sapph control system and ampli-

fied before being used to provide PID feedback to a piezo in the Ti:Sapph cavity, with a bandwidth

of up to 100 kHz[88]. By sweeping the frequency of the chirp generator, we can sweep the carrier

frequency of the Ti:Sapph laser, with a demonstrated range of 400MHz in 5ms while maintain-

ing the lock. This technique was used to switch the Ñ addressed by both the cleanup and readout

lasers, and as the frequency could be selected arbitrarily within a large enough range this system was

also used for adjusting the lasers when the magnitude of |E|was changed.

Once the Ti:Sapph was locked it was split into two paths using a polarizing beam splitter (PBS),

with roughly 2.5W in the refinement path and roughly 1.5W in the readout path. The readout

path included a two state AOM switch like was used for the STIRAP Stokes laser, where the two

states corresponded to the different P̃ switch states and changed the addressed parity of the I state

by shifting the laser frequency by roughly 90Mhz. To provide independent tuning and compensate

for the offset in the carrier frequency that this switching requires, the refinement laser also passed

through an AOM before going to the experiment. After this the lasers were fiber coupled and sent

to an optics table next to the interaction region windows.

Once on this table the refinement laser was sent through a PBS to clean up any polarization im-

perfections then sent through a λ/2waveplate mounted in a digitally controlled rotation stage. The

beam was then expanded and collimated vertically by a pair of cylindrical lenses before entering the

interaction region. The readout laser, in contrast required additional AOM switches to create the

polarization switching used to project out the measured phase. In order to do this, one of the two

AOM deflected paths passed through a λ/2waveplate before the two beams were recombined on

a high extinction ratio PBS. The overlapped beams then passed through a λ/2waveplate in a ro-

tations stage before being expanded and sent into the detection region window. This waveplate

allowed us to perform the θ̃ switch and the R̃ switch. It was important to ensure that the power in
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each polarization state was identical to the other, as the AOM switches could produce asymmetries

between the two beams, so this power was regularly monitored.

3.3 Electric andMagnetic Field Control

In order to both control the experiment state and measure and suppress systematic errors it is nec-

essary to both control and monitor the electric and magnetic fields of the experiment. We will first

discuss the magnetic field measurement methods and the control systems, which consist of a combi-

nation of passive shielding and three systems of magnetic field coils. We will then discuss the details

of the electric field plates, and the method of measuring the electric field along the beam axis.

3.3.1 Magnetometry

The critical magnetometry in ACME II was performed with BartingtonMag-03 three-axis fluxgate

magnetometers. These fluxgate sensors have small internal electronic offsets, so in order to accu-

rately read out the magnetic field we mounted the sensors on a Zaber rotation stage and rotated

the sensor about one axis by 180◦ or 90◦ to calibrate out these offsets with every measurement. In

practice we mostly rotated by 90◦ as this allowed us to both measure these offsets and acts as a cross

reference between the two axes which are effectively switched. It should be noted that this method

only allows us to distinguish two axes of the true field from the offsets, and we must use a sensor

which rotates about one of the other two axes in order to accurately measure all field components.

As an upgrade over ACME I, the ACME II interaction chamber included four “magnetometer

pockets”, which consisted of welded tube flanges on the chamber walls that allowed a magnetome-

ter in atmosphere to be inserted into the tube to a location just outside of the electric field plates in

order to give us the best measurement sensitivity to the fields that matter without disrupting the

experiment. We can insert the fluxgate sensors into these pockets attached to a drive shaft so that

58



they can be rotated from outside of the magnetic shielding. In this configuration the angle of the

fluxgates is constrained by the fitting with the tube, which has a 2mm clearance, which we estimate

can result in a∼ 5mrad, which is less than the specified orthogonality of the sensors of∼ 9mrad.

It is important to minimize these imperfections as they can cause significant offsets and mixing of

the sensor axes can add noise to the measurements. For a full derivation of the ways in which these

imperfections can contribute to our measurements see chapter 5 of Zack Lasner’s thesis[84]. Two

of these pockets were located on the top surface of the chamber and allowed us to insert magne-

tometers in the+ŷ direction, located at the positions x = −5.5 cm, and z = ±8.9 cm, where the

origin is defined as the center of the molecular beam at the midpoint between the refinement and

readout lasers. These pockets extended below the center of the molecular beam along ŷ, and the two

sensors were able to be scanned for±7 cm along ŷ with a shared translation stage. The other two

pockets allowed us to insert the magnetometers along±z, with one pocket on the two sides of the

interaction chamber at the position x = y = 0 cm. These two pockets were designed so that the

sensors could be placed as close as possible to the center of the interaction chamber at z = ±20 cm.

Before the ACME II final data run began, Cristian Panda and Zack Lasner discovered that the flux-

gates could get “stuck” in a configuration in which they broadcast extra noise at∼ 80 kHz that was

picked up by the data acquisition system, so we opted to keep the fluxgates turned off during data

collection, and measured the magnetic field at the start and end of each day during the measurement

run. For these sensors we used the naming convention of FGYW, for FluxGate YWest, or FGXE,

for FluxGate X East.

Probulation

In order to measure the magnetic field in the interaction region with as much accuracy as possi-

ble, we measured the magnetic field with a fluxgate sensor inserted along the beam axis−x̂, which

we call “probulation”. Since this process required us to insert the sensor between the electric field
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plates, this process was performed before the ACME II measurement began, and once again when

the ACME II data collection was complete, as we did not expose the field plates to atmosphere at

any point between starting the measurement and the end of data collection due to concerns that

this may cause the patch potentials on the field plates to change, shifting the non-reversing electric

field. During this process we also insert the two fluxgate sensors into the two vertical pockets to cali-

brate the field along x̂. The probulation fluxgate was housed in a rigid G10 tube to prevent angular

deflections, which was aligned with the electric field plates and the beam axis using a theodolite14

mounted at the end of the beamline. The magnetometer could then be scanned±12 cm along the x̂

direction. With these scans we could measure the field along all coordinate axes, and enough of the

gradients to extract those we could not measure directly using Maxwell’s equations.

We perform this measurement by both rotating the magnetometers, and also by applying and

reversing a magnetic field. This allows us to decompose the measurement into the same parity basis

developed in section 2.4

Bi = Bnr
i + F̃BF

i + B̃BB
i + F̃B̃BFB

i , (3.7)

where here the subscript i = x̂, ŷ, ẑ represents the coordinate axis, F̃ = ±1 represents the rotation

state of the magnetometers, and B̃ represents the state of whatever magnetic field is applied, not

just Bz in this case. From this formulation we can extract both the ambient field, which dominates

the term BF
i , as it does not reverse with the applied field, and the applied fields, which dominate

the channel BFB
i . The other two parity channels are still of value, where Bnr

i is dominated by the

electronic offsets of the sensors, and BB
i can provide information about imperfections with the

rotation of the sensors.

14With∼ 10 arcseconds accuracy, this does not limit the alignment of the magnetometer at all.
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3.3.2 Magnetic Shielding

In order to minimize the ambient field inside the interaction region we surrounded the interac-

tion region chamber with five layers of cylindrical µ-metal15 shields with endcaps. As these shields

were originally designed for the ACME I experiment, and only slightly modified for ACME II, see

section 5.2 for a more in depth discussion of the design criteria for magnetic shields. Each layer of

the shields consisted of a pair of 1.6mm thick hemispherical µ-metal sheets, which were bolted

to circular endcaps at the upstream and downstream ends of the interaction region and bolted to

each other. These endcaps were mounted to an 8020 structure to fix the shields in place and the

attachment between the two hemispheres minimized possible gaps in the µ-metal while providing

additional structural support. For a diagram of the structure of the shield design and mounting see

figure 3.2. The outermost shield layer had an outer diameter of 107 cm and was 130 cm long, while

the innermost shield layer had an inner diameter of 76 cm and was∼ 88 cm long.

During the course of a single block measurement we must reverse the applied magnetic field B⃗z

within the shields, which we know caused the ambient field inside the shields to be magnetized up

to the∼ 100 µG level [84]. In order to reduce this we perform a “degaussing” procedure every time

we switch the applied field. This process consisted of intentionally applying an oscillating magnetic

field to the shields which is then ramped down to zero. This applied field forces the magnetization

of the µ-metal to follow a hysteresis loop, and ultimately brings the magnetization near zero. In

practice we performed this with a pair of 50 turn ribbon-cable coils wrapped around each of the 10

individual shield hemispheres. We typically applied a pulse lasting 1 s at 100Hz, which was chosen

in order to minimize the time needed for degaussing as this process and the settling time allowed

for the magnetic field after the switching were the largest duty cycle loss in our switch structure. In

hindsight, we determined that this frequency was not optimal for our µ-metal shields as the skin

15Amuneal Inc.
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Between 
Half Cylinders

Attachment to
Fixed Endcaps

Figure 3.2: The ACME II Magnetic Shields. The ACME II magnetic shields consisted of five layers of paired half cylinders
that were mounted on fixed endcaps. The endcaps, which were supported by an 8020 frame, were the only supported
locations, with the endcaps supporting all of the weight of the cylinder. The two half cylinders were connected by
overlapping their lips and fastening them with brass screws.
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depth of the material, which can be given as δ =
√
2ρ/(2πfµ), where ρ is the resistivity, and µ is

the permeability, which for our µ-metal at 100Hz is only roughly δ ≈ 150 µm [108].

The ambient field within the magnetic shields was measured before the start of the ACME II

measurement, and found to be at or below |BF | ≈ 50 µG [84]. Additionally, based on mea-

surements performed by Emil Kirilov when the shields were first built, we estimated the transverse

shielding factor of the shields to be∼ 105 [75], which suggested that the contribution from the

Earth’s field to our ambient field was roughly an order of magnitude below this measured field.

Additionally, we discovered that the ambient field increased significantly between the initial mea-

surements and the beginning of the ACME II final data run, where the field had reached the level

of∼ 200 − 300 µG. Upon discovering this increase, we spent a few weeks investigating the source

of this change, and by removing individual shield layers determined that this change was most likely

due to the magnetization of the innermost shield layer. Through this process we also determined

that the outermost two layers of magnetic shielding had very little effect on the ambient field, how-

ever we continued to operate with all five layers in place for ACME II.

During this investigation we also discovered that some of the materials in the system were more

magnetic than we had previously thought. In particular we discovered that some of the screws used

to mount the shield layers had been mixed up with stainless steel screws instead of the brass screws

we intended to use, and we replaced them. More critically, we found that the connectors used on

the degaussing ribbon cabled had become magnetized over time, so we opted to individually solder

the connections between each of the ribbon cable wires to remove any connectors inside the shields.

We learned an important lesson through this, that while it is valuable to measure the magnetism of

components we want to use, we also need to make sure we test them by intentionally magnetizing

them first as well.

Ultimately, although we were able to determine that the increased ambient field was due to the

innermost shield layer, we were not able to completely suppress this, even with degaussing at a much
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lower frequency to account for the skin depth of the material. It is likely that the combination of

stress from the mounting of the shields and the coarse handling methods required for assembly of

the shields contributed to the magnetization over time. This seems particularly likely, as during the

setup for probulation after the ACME II measurement, we observed that by bumping the shields

support with the probulation table the ambient field jumped, as observed with the sensors in the

magnetometer pockets. We expect that we could have returned to the prior ambient field levels by

reannealing the µ-metal, however this would have required sending the shields out to an outside

company, and we were able to operate with the larger ambient field for the duration of ACME II.

This problem was a significant motivation behind the designs of the ACME III magnetic shields

which are discussed in section 5.2.

3.3.3 Magnetic Field Coils

The primary applied magnetic field Bz was applied by a combination of a cosine-theta coil and a

pair of auxiliary “side” coils to increase the homogeneity of the applied field. This pair of coils was

also used to apply the first order gradient ∂Bz/∂x These coils, along with the coils for applying Bx

and the gradient ∂Bx/∂x, were wound on a cylindrical plastic structure between the interaction

region chamber and the innermost magnetic shield. In addition to these coils we also used two pairs

of coils, which were mounted to the top and bottom surfaces of the interaction region chamber in

order to apply By and the gradients ∂By/∂x, ∂By/∂y, and ∂By/∂z. With these coils all possible

coordinate directions and all possible gradients could be applied in the interaction region. We used

probulation to calibrate the applied currents to each of the coils.

During the initial probulation measurement we determined that the most significant gradient in

the experiment was ∂Bz/∂z ≈ 4 µG/cm [84]. However, we applied compensating gradients to

reduce all measured gradients to at most∼ 1 µG, which were kept constant throughout the ACME

II measurement. As we will see in section 3.4, gradients in the magnetic field did contribute to our
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systematic error budget, but at these levels they were not the limiting systematic errors [8].

An external system of “room coils” were also built as an undergraduate project by Zack Soule and

AaronMarkowitz. These coils, which ran along the edges of the lab walls, were designed to mini-

mize the effect of the Earth’s field in the interaction region. In practice, they were able to decrease

the external field by roughly a factor of∼ 5×[84]. These coils were ultimately not necessary for the

ACME II measurement and most of ACME II occurred with these coils off, as the magnetic shields

provided sufficient shielding and the magnetization of the shields dominated the ambient field in

the interaction region.

3.3.4 Electric FieldMeasurements and Enr

During both ACME I and ACME II, multiple significant sources of systematic error coupled into

the experiment through the non-reversing electric field Enr. Significant changes were made to the

construction of the electric field plates between the two experiments in order to suppress these ef-

fects, which were discussed in section 3.1.4, but in order to quantify these effects it was necessary

to measure the electric field. We measured the electric field in the interaction region with a mod-

ified version of the ACMEmeasurement using a resonant microwave pulse, which was a method

originally developed for ACME I [7]. We initially prepare the molecules in theH state with a spin

aligned at π/4 relative to the x̂ axis. As the molecular beam passes through the precession region,

a microwave pulse polarized along ŷ with frequency 2π × 40GHz, which is near resonance for

the zero field |H, J = 1,M = ±1⟩ → |H, J = 2, P̃⟩ transition. By tuning the microwave pulse

to act as a π pulse, for molecules on resonance we can empty out the polarization quadrature Ŷ ,

and use our standard detection method to compute the asymmetry. By scanning the detuning of

the microwave resonance, we can then map the asymmetry into the Stark shift experienced by the

molecules. We additionally are able to resolve the molecule arrival time, and with the assumption

that slower moving molecules arrive at the detection region later, can map the arrival time onto the
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position along x̂where the molecules interacted with the microwave pulse. By combining these two

factors we can extract a measurement of the electric field with field resolution better than 1mV/cm

[7], and with a spatial resolution on the order of∼ 1− 2 cm.

With this method, we can perform the experiment while varying the switches Ñ , Ẽ , and L̃, and

we can compute parity sums from these switches to better understand the behavior of the electric

field. In addition to this, we were able to measure gradients in the electric field along ŷ by blocking

half of the molecular beam either by blocking half of the STIRAP beams for ∂E/∂z, or by block-

ing half of the readout laser for ∂E∂y. From this we extracted a measurement of Enr, which we

determined to be |Enr| ≤ 5mV/cm, and that it was the largest at the center of the interaction re-

gion [84]. We also determined that the gradient |∂Enr/∂y| ≤ 1mV/cm2, however we found that

|∂Enr/∂z| ≤ 10mV/cm2. The consequences of these non-reversing field values are discussed in the

following section.

3.4 Systematic Errors

As we expect the shift from a non-zero EDM to be proportional to E⃗eff, the true value of the EDM

should reverse with both the Ñ and Ẽ switches, and should reverse with no other switches. With

this in mind, we measure the EDM-correlated frequency ωNE while varying over 40 different exper-

iment parameters [8] in order to search for any correlated shifts in the EDM value. In addition to

this we also measure other parity channels for both ω and C in order to look for unexpected shifts in

those channels, which might leak into ωNE .

For a given parameter P , we vary P by a factor∆P , typically 10× larger than it’s typical value,

only using smaller variations when limited by our ability to vary the parameter in a few cases. We
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then assume a linear dependence on P 16 [7, 109, 31] in order to calculate the slope

SP = ∂ωNE/∂P. (3.8)

In cases where we observe a non-zero slope, or in cases where we expect to see a non-zero slope, we

also measure the typical value of the parameter during normal data collection, P̄ , and use this to

compute the shift to the EDM frequency

ωNE
P = P̄SP . (3.9)

We can then also compute the uncertainty δωNE
P using standard error propagation techniques as

δωNE
P =

√
(P̄ δSP )2 + (δP̄SP )2 (3.10)

where δP̄ and δtSP represent the uncertainty in their respective quantities. Non-zero shifts are

then subtracted from our measured EDM frequency to give the reported EDM frequency. In cases

where we did not observe a non-zero slope, we do not compute a shift, but for some cases we do

compute the uncertainty by assuming δP̄ ≈ P̄ . Similarly, for parameters which do not have an

“ideal” value of P̄ , such as the refinement laser power, we do not compute a shift and only compute

the uncertainty.

In order to determine which quantities to include our error budget, we use the same method as

ACME [7, 6], which consists of three sets of criteria, referred to as class A, B, or C.

• Class A systematics are those for which a non-zero correlation of ωNE with some parameter

16Where a non-zero slope is observed we measure the slope for multiple values of∆P in order to confirm
the linearity. We also have found that all of our models for these slopes exhibit linear dependence. However, it
is still possible that some non-linear behavior is missed.

67



is found in our experiment. The measured shift ωNE
P is subtracted and the uncertainty is

added in quadrature with other errors. Additionally, we collected data with IPVs interleaved

with normal data collection in order to monitor these shifts during the measurement. This

data with IPVs was not averaged in with the final data set.

• Class B systematics are those for which we observed a signal in a channel other than ωNE

which we deemed important to understand, and that we did not understand, but which we

did not observe to be correlated with ωNE . There were no such signals observed in ACME

II, however this was not the case in ACME I [6], where an uncertainty was placed on ωNE

based on possible leakage into the EDM channel.

• Class C systematics were those where no correlation of ωNE with a parameter was observed

in our measurement, but such a correlation had been observed and not understood in a

similar experiment. For these we include an uncertainty in our error budget as there may

be related effects just below our sensitivity. For these parameters we consider the ACME I

experiment[7, 6], as well as the YbF [109] and PbO [62] experiments.

Those parameters which made it into the ACME II error budget are listed along with their uncer-

tainties and shifts in table 3.2. In this section we will provide an overview of each class A systematic

included in the error budget, as well as how they were suppressed in ACME II. These systematics in-

clude magnetic field gradient effects (∂Bz/∂z and ∂Bz/∂y), STIRAP laser imperfections and finite

refinement laser power(ωNE
ST via θH-C

ST , and PNE
ref ), AC Stark shift effects (Enr), correlated contrast

effects (|C|NE and |C|NEB), and effects from an Ẽ correlated field (ωE via BE
z ). By definition, class

C systematics included in our error bar did not have any observed non-zero correlation with the

EDM channel. So absent a strong argument why they should start to show up in our measurements

exactly at the sensitivity of ACME III, we will continue to study them, but do not yet expect them

to be significant problems in ACME III.
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Class Parameter Shift Uncertainty
A ∂Bz/∂z and ∂Bz/∂y 7 59
A ωNE

ST (via θH-C
ST ) 0 1

A PNE
ref − 109

A Enr −56 140
A |C|NE and |C|NEB 77 125
A ωE (via BE

z ) 1 1
C Other magnetic field gradients (4) − 134
C Non-reversing magnetic field Bnr

z − 106
C Transverse magnetic fields Bnr

x and Bnr
y − 92

C Refinement and readout laser detunings − 76

C Ñ -correlated laser detuning,∆Ñ − 48
Total systematic uncertainty 29 310
Statistical uncertainty 373
Total uncertainty 486

Table 3.2: ACME II Combined Error Budget forωNE . Systematic and statistical error budget for ωNE in the ACME II
experiment [8]. All values are given for ωNE in units of µrad/s.

3.4.1 A Short Aside AboutNE -Correlated Laser Detunings

Before describing any systematic error models in detail, it is helpful to first consider the method

by which anNE correlated laser detuning can occur as a result of the non-reversing electric field

component Enr, as this effect will play a role in multiple systematic error models. We can represent

the electric field as

E⃗ · ẑ = ẼEE + Enr. (3.11)

and the linear Stark shift, which depends on Ñ , as∆N
Stark = −DH |E|Ñ . If we substitute in our

decomposed version of the electric field this becomes

∆N
Stark = −DH |(ẼEE +Enr)|Ñ = −DH(|EE |+ ẼEnr)Ñ = −DH |EE |Ñ −DHEnrÑ Ẽ . (3.12)

In order to keep our lasers on resonance with the correct Ñ we set the laser frequencies in our
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system to take the form fN = f0 + ∆fN Ñ , where f0 is the average laser frequency between the

two Ñ states, and∆fN is the frequency applied to shift to the correct Ñ state, which is typically set

to closely match the Stark shift. In practice this results in a laser detuning, which we can group by

dependence on Ẽ and Ñ ,

∆ = ∆nr +∆fN Ñ −∆N
Stark

= ∆nr + (DH |EE | −∆fN )Ñ +DHEnrÑ Ẽ

= ∆nr +∆N Ñ +∆NEÑ Ẽ .

(3.13)

From this we can now see that a non-reversing electric field component can cause an Ñ Ẽ -correlated

detuning in our lasers. Notably we have not described which laser systems are involved in this model

yet because this effect occurs in all lasers which address transitions connected to one of the Ñ states

in our system. This includes the STIRAP lasers, the refinement laser, and the readout laser.

3.4.2 Magnetic Field Gradient Effects

The first systematic effect that we will consider is related to non-reversing gradients in Bz , specifi-

cally (∂Bz/∂z)
nr and (∂Bz/∂y)

nr, for simplicity of notation in this section we will drop the super-

script nr for the remainder of this chapter. We can model a systematic error in ωNE due to these

gradients as being caused by anNE correlated shift in the center of mass of the molecular beam

along the relevant axis for the gradient, dzNE
cm or dyNE

cm . As the precession frequency in our exper-

iment is dominated by Zeeman precession, such a shift would couple directly with a gradient to

produce systematic shifts of the form

dωNE = −µ∂Bz/∂z · dzNE
cm /ℏ (3.14)
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with an analogous shift for the gradient along ŷ. As the systematic models related to each of the

gradients are analogous in this way, we will only describe the systematic effect related to a gradient

along ẑ from here. We were able to develop models for two separate effects that could cause this

shift in the center of mass of the molecular beam, one of which was related to a gradient ∂Enr/∂z

(∂Enr/∂y for dyNE
cm ), and one related to the non-reversing electric field Enr. Both of these effects

occur in both the STIRAP lasers and the readout laser as a result of incomplete laser excitation.

Let us first consider the effect caused by the gradient ∂Enr/∂z, which is represented schemati-

cally in figure 3.3. Once again for simplicity we will focus on describing the effect in the STIRAP

lasers, chosen as this was the dominant source of this effect in ACME II [88]. When the STIRAP

2-photon detuning δ is non-zero, the state preparation efficiency η has a dependence on δ such that

∂η/∂δ ̸= 0 ∝ δ. If there is also a gradient in the non-reversing electric field component ∂Enr/∂z,

this causes an Ñ Ẽ -correlated two-photon detuning gradient along ẑ, ∂δNE/∂z = DH∂Enr/∂z.

When combined, these two effects result in a shift in the center of mass of the molecular beam, as

STIRAP preferentially prepares molecules that experience a two-photon detuning closer to reso-

nance, which we can represent as

dzNE
cm ∝

(
∂η

∂δ

)(
δNE

∂z

)
=

(
∂η

∂δ

)(
DH

∂Enr

∂z

)
. (3.15)

Combining this with equation 3.14, we can see that

ωNE
∂Bz∂z−∂Enr/∂z ∝

(
∂Bz

∂z

)(
∂η

∂δ

)(
∂Enr

∂z

)
(3.16)

depends on three imperfections, the gradient ∂Bz/∂z, the two-photon detuning δ through ∂η/∂δ,

and the gradient ∂Enr/∂z. Analogous models exist for both gradients along ẑ and ŷ, for both the

STIRAP lasers and the readout laser.
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Figure 3.3: A Model for the ∂Bz∂z × ∂Enr/∂z Systematic. The gradient in ∂Enr (blue arrows) results in a Ñ Ẽ ‐
correlated shift of the STIRAP two‐photon detuning. So long as δ ̸= 0 this produces a gradient in the STIRAP efficiency
∂ηNE/∂z, which shifts the center of mass of the molecular beam by dNE

z . This shift in the molecular beam couples to
the gradient ∂Bz/∂z to produce an Ñ Ẽ ‐correlated shift in the measured frequency. This figure was adapted from [8].

This model was verified by varying both an intentionally non-zero δ and deliberately applying

a gradient ∂Bz/∂z and seeing agreement with our model. However, we did not have any means

to apply an intentional ∂Enr/∂z in our system, so we compared the results of these tests with the

value of this gradient measured as described in section 3.3.4. Additionally, this model was tested by

comparing the detected fluorescence in the PMTs on the East andWest sides of the experiment (−ẑ

and+ẑ). For a full accounting of these tests see Cristian Panda’s thesis [88].

Let us now consider the effect caused by the non-reversing field component Enr, for which we

will consider the case of the effect in the readout laser, where it was most prominent in ACME

II[88]. Due to the diverging nature of our molecular beam, which we constrain with fixed col-

limators, there is a strong positive correlation between the position of a molecule along ẑ (and

ŷ) relative to the center of the beam, and the transverse velocity of that molecule, which we can

represent as ∂vz/∂z. This transverse velocity results in a Doppler shift for the laser resonance
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∆
Doppler
z = kreadvz . As a result, we have a positive correlation between the Doppler shift and the

position of a given molecule, which we can represent as

∂∆
Doppler
z

∂z
=

(
∂∆

Doppler
z

∂vz

)(
∂vz
∂z

)
. (3.17)

This results in a shift in the center of mass of the molecular beam that is excited by the readout laser

if the readout laser detuning∆ changes by an amount d∆, which scales as

dzcm =
∂z

∂∆
Doppler
z

d∆. (3.18)

As we discussed in section 3.4.1, a non-zero Enr produces an Ñ Ẽ -correlated detuning, which corre-

lated this shift we just considered with the EDM channel. With this in mind we can represent this

systematic shift as

ωNE
∂Bz/∂z−Enr ∝

(
∂Bz

∂z

)(
∂z

∂vz

)
(Enr) (3.19)

which depends on three quantities, two of which we can control.

This model was verified in a manner similar to the previous model, by varying the applied gra-

dient ∂Bz/∂z and the detuning of the readout laser∆readout. Additionally, unlike the previous

model we were able to apply an intentional Enr, which further confirmed that the observed behavior

matched our model. Once again, analogous models exist for both the magnetic field gradients along

ẑ and ŷ for both the STIRAP and readout lasers. However, this effect was roughly 3 − 5× smaller

than the effect related to gradients in Enr [88].

Once these systematics effects were understood, we were able to suppress them with a combina-

tion of tuning the magnetic field gradient and our laser detunings independently to minimize the

slope of the systematic effect with variations in the other parameter. This allowed us to suppress the

systematic to at least second order. Notably, as multiple otherwise independent effects depended on
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the laser detunings δ and∆readout, we could not minimize these effects separately, and instead opti-

mized our detunings to minimize the combined shift to the EDM channel. Additionally, we were

able to suppress magnetic field gradients in the interaction region to below∼ 1 µG/cm by applying

offset gradients, and we continued to monitor these gradients on a daily basis as described in section

3.3.1. We also regularly measured Enr and its gradients in order to ensure that the systematic effects

did not drift over time.

While these systematic effects were significantly smaller∼ 2− 3× than the limiting systematic er-

rors in ACME II, they will be of concern in ACME III if not managed appropriately. We are work-

ing to minimize Enr and its gradients for ACME III, but we do not have a method to significantly

suppress these relative to their levels in ACME II. Our largest handle with which to control these

effects will be our ability to control the magnetic field gradients in the experiment, which should be

improved significantly with our new shield system and our newmagnetic field coils, the details of

which are discussed in section 5.2. Additionally, the electrostatic lens should improve the second

effect we discussed in this section as the lens should decrease the correlation between molecule po-

sition and transverse velocity as it weakly focuses the molecular beam, and will slightly decrease the

Doppler width of our molecular beam.

3.4.3 STIRAP Laser Imperfections and Finite Refinement Laser Power

The next category of systematic effects we will consider includes two effects that depend on there

being a finite laser power in the refinement beam. As described in section 2.3.4, after the STIRAP

lasers prepare a spin aligned state along the vector S⃗ST we use the refinement laser to reproject the

spins along the vector ϵ⃗ref given by the polarization of the refinement laser. Without the refinement

laser, an Ñ Ẽ -correlated component of the STIRAP prepared phase, which we describe as θNE
ST ,

would directly cause a systematic shift of the form ωNE
ST = θNE

ST /τ . We can then define an at-

tenuation factorAref which describes the suppression of this Ñ Ẽ -correlated frequency due to the
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STIRAP lasers as

Aref ≡
(
∂ωNE

∂ωNE
ST

)−1

, (3.20)

which will be necessary for describing these systematic effects. Aref was experimentally verified to

depend strongly on the laser power of the refinement laser, and to have a valueAref > 104 for

refinement laser powers above∼ 500mW [88].

The first of the two systematic effects we will consider is caused by an ellipticity gradient in the

STIRAPH-C Stokes laser, which is referred to in table 3.2 as ωNE
ST (viaθH-C

ST ). We control this ellip-

ticity by tuning a λ/2waveplate, which sets the angle between the initial polarization of the Stokes

laser and the average birefringence axis of the combined optical system, which includes optics and

the vacuum windows. Similar to the dominant systematic effect in ACME I, an ellipticity gradient

introduced to a laser causes mixing between the intended bright and dark states, which couples with

the AC Stark shift to cause phase evolution between the bright and dark states which may not be

fully pumped out [6, 7]. In the presence of an Ñ Ẽ -correlated two-photon detuning δNE (caused by

Enr) this results in an Ñ Ẽ -correlated frequency ωNE
ST , which is then suppressed by the refinement

laser attenuation factorAref.

We measured this systematic regularly throughout the ACME II experiment by intentionally

exaggerating the waveplate angle θH-C
ST and measuring the resulting EDM shift. This measurement

was consistent with zero with the refinement laser turned on, as was the case during normal data

collection, however this value and the associated uncertainty were included in the systematic error

budget because this shift was observed to be non-zero with the refinement laser power set to zero.

In ACME III we expect that this systematic effect will not become a new problem, as the available

refinement laser power is already sufficient to suppress this below the level we are concerned about.

The second effect is caused by a non-zero angle θrefST between the STIRAP prepared phase S⃗ST

and the refinement laser polarization ϵ⃗ref. As the attenuation factorAref is dependent on the re-
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finement laser power, if there is an Ñ Ẽ -correlated power component PNE
ref then there will be an

Ñ Ẽ -correlated component of the attenuation factorANE
ref . It then follows that this produces an

Ñ Ẽ -correlated frequency shift ωNE
PNE
ref

so long as θrefST ̸= 0.

In ACME II we did not observe any evidence of a non-zero PNE
ref component, however in ACME

I we observed evidence of an Ñ Ẽ -correlated Rabi frequency component in the state preparation

laser, which resulted in a signal in the ωNEB channel [7]. As a result of this we used the ωNEB chan-

nel and an intentionally applied PNE
ref to put an uncertainty limit on a possible PNE

ref in ACME II.

Additionally, we were able to minimize this systematic effect by minimizing the angle θrefST, and con-

tinued to monitor the systematic slope throughout the ACME II measurement. However, as we did

not directly observe PNE
ref , we only included an uncertainty in our error budget and not a shift. For

ACME III it is likely that this systematic effect will still be significant, however we also expect our

ability to place a limit on PNE
ref in the experiment to also decrease so long as a new source of PNE

ref

does not appear in the experiment.

3.4.4 AC Stark Shift Effects and Polarization Gradients

As we have already discussed, in ACME I, the dominant systematic effect came from thermally

induced ellipticity gradients in the preparation and readout laser beams [6, 7], which were signif-

icantly suppressed in ACME II by moving to field plates and windows made from higher quality

glass (Corning 7980). These ellipticity gradients then coupled into the EDM channel through the

same coupling with an AC Stark shift and the Ñ Ẽ -correlated detunings,∆NE , which led to the

ωNE
ST systematic. Unfortunately, we discovered that the ACME II apparatus still had large enough

gradients in the birefringence of the optics to produce a significant systematic effect, with the largest

single uncertainty in our error budget, 140 µrad/s.

Upon investigation we discovered that while the thermal stress induced gradients had been sup-

pressed as expected, the remaining birefringence gradients were caused by stress in the glass of the
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field plates and vacuum windows from their mounting. This was verified with the polarimeter de-

veloped by Vitaly Wirthl, which showed gradients at the< 0.2%/mm level for the combination of

both field plates and both vacuum windows [101]. These measurements also determined that we

had been fortunate enough that the birefringence axis of the glass was only∼ 5◦ offset from the x̂

axis, likely due to the rectangular symmetry of the glass. This systematic model was also verified by

intentionally applying an Enr, and by repeatedly measuring Enr every two weeks during the ACME

II final data run.

Notably, while the systematic shift was consistent with zero and had similar uncertainty to other

systematics during normal operation, we found that the uncertainty grew significantly when we re-

versed the direction of propagation for the refinement and readout lasers, k⃗. We define the normal

operation condition as k⃗ · ẑ = +1, and performed a reversal of k⃗ · ẑ by creating a nominally iden-

tical optical setup on the opposite side of the experiment. However, we quickly discovered that the

systematic slope SEnr was significantly larger in the k⃗ · ẑ = −1 configuration. This was most likely

due to either a different alignment of the combined birefringence axis of the field plate and vacuum

window glass or a larger overall birefringence gradient on that side of the experiment compared to

the same pairing on the other side of the experiment. The readout and refinement lasers only pass

through one window and one field plate before reaching the molecular beam, but our polarimetry

system was only able to measure the combination of glass on both sides of the experiment so we

could not verify this model exactly. As a result of this, only the k⃗ · ẑ = +1 data was included in the

ACME II result and error budget.

As this systematic effect was the largest source of uncertainty in our error budget for ACME II,

and depends only on Enr and the birefringence gradients of the glass, it is expected to pose a signifi-

cant challenge for ACME III. Significant efforts have been undertaken by myself, Daniel Ang, and

Peiran Hu to investigate alternative glasses to with lower stress-optic coefficients for ACME III.

Work led by Peiran Hu has also developed newmethods of mounting field plates to significantly
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reduce residual stress on the glass. Work led by myself, TakahikoMasuda, Ayami Hiramoto, and

Peiran Hu has also gone towards developing vacuum windows that will have lower birefringence

gradients by using low stress-optic coefficient glass and reducing stress on the glass. The details of

this work are discussed in more depth in sections 4.2.2 and 5.3.

3.4.5 Correlated Contrast Effects

In ACME II we observed a significant correlation between ωNE and the two contrast channels

|C|NE and |C|NEB. We can understand the mechanism of this systematic effect by considering how

we compute the measured frequency ωNE = (A/(2C))NE /τ . We can make the assumption that

for a given channel u, |C|u ≪ |C|nr, and Taylor expand ωNE to find

ωNE =
ANE

2τ |C|nr
− ωnr |C|NE

|C|nr
− ωB |C|NEB

|C|nr
− . . . , (3.21)

where we have neglected to show any other components as their frequency components were much

smaller than ωnr and ωB. The two frequency components included above are in fact quite large,

as ωB is set by the Zeeman precession frequency, and ωnr is set by the global polarization angle θ.

The combination of these two values are intentionally chosen to maximize the sensitivity of our

asymmetry. We determined that the average values of both ⟨|C|NE⟩ and ⟨|C|NEB⟩were consistent

with zero in our experiment, but as we still saw large correlations with these values we included a

shift and an uncertainty in the error budget.

In ACME III, while we expect the exact values of ωnr and ωB to change, their combination is

expected to shrink by a factor of∼ 5× as we will still select ϕ − θ ≈ π/4(2n + 1) in order to

maximize the sensitivity of the asymmetry, but τ will be approximately∼ 5× longer, reducing ωnr

and ωB by a corresponding amount. In addition to this, as we have no current model to suggest that

|C|NE and |C|NEB should be non-zero in our experiment, unless we discover a new effect in ACME
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III, we also expect the uncertainties we assign to |C|NE and |C|NEB scale with our new sensitivity.

As such, we do not expect this systematic effect to pose more of a challenge for ACME III than it

did for ACME II, but it will still most likely be present.

3.4.6 Effects of an Ẽ CorrelatedMagnetic Field

The final class A systematic effect included in our error budget came from ωE , which can be caused

by an Ẽ -correlated magnetic field, BE
z . Similar effects have been seen in other EDM experiments,

caused by leakage currents or geometric phase effects [58, 62, 16, 53]. However in our experiment

these effects are significantly suppressed by the Ñ switch. For large values of ωE though, there can

still be leakage into the EDM channel due to a small electric field dependent difference between

the g-factors of the two Ñ states, which were measured by Nick Hutzler in ACME I [79]. If we

decompose the g-factor as g = gnr + gN Ñ , we can see that there will be an Ñ Ẽ -correlated shift of

the form

ωNE
BE
z

= −gNµBBE
z =

(
gN /g

)
ωE . (3.22)

While ωE was consistent with zero for the ACME II measurement, we still placed a limit on ωNE
BE
z
,

as we were able to measure a non-zero SωE , which is effectively a measure of the suppression due

to the Ñ switch. Additionally, we were able to place a limit on the possible leakage current in the

experiment by treating the field plates as parallel plate capacitors and using the Stark shift in our

molecules to determine how fast they discharge. For a full description of this method see Cristian

Panda’s thesis [88]. Ultimately we determined that this leakage current was∼ 25 pA, which was

multiple orders of magnitude below the level that would impact our experiment. Based on this and

the scale of the error associated with this effect in ACME II, we do not expect this effect to become

significant in ACME III.

79



3.5 The ACME II Result

The ACME II final data collection run took place from January 5 until March 30, 2018, and con-

sisted of∼ 350 hours of data in the normal configuration. An additional∼ 150 hours of data

collection was used for measuring and monitoring systematic errors during this time. This consisted

of running the experiment roughly five days per week, 16 hours per day, with an 8 hour pause for

warming up the beam box in order to remove neon ice buildup and subsequent cooling back to our

operating temperature. This process required two shifts per day of monitoring the experiment, and

is sufficiently long that we did not believe significant sensitivity gains could be reasonably realized by

averaging longer.

Throughout the ACME II measurement the value of the measured EDM frequency was blinded

by automatically adding an unknown but recorded offset to the value in all data analysis routines.

In the final data analysis we used two independent data analysis routines, developed in separate soft-

ware languages by Cristian Panda (in Mathematica) and Zack Lasner (in MATLAB)17. Once all of

the data analysis was complete, and the two analysis routines were in agreement, we unblinded the

data by removing the recorded offset. These processes were implemented in order to reduce any pos-

sible bias from the users during the analysis process and to ensure that we were not influenced by an

unknown issue either with an analysis routine or a property of the language it was developed in.

The majority of the data fell within a Gaussian distribution, but we observed a significantly

higher number of data points in the tails of the Gaussian distribution than we expected, which

can be seen in figure 3.4. In order to properly account for these points, we investigated a number

of different statistical methods. Ultimately we chose to perform anM -estimator analysis [110] on

bootstrapped data [111, 112], for a full description of this analysis process see Cristian Panda and

17Additional analysis routines were developed by Daniel Ang (in Mathematica) and Jonathan Haefner
(in C++), but these were not finalized in time for the final result and were not included, however they were
consistent with the other two routines
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Zack Lasner’s theses [88, 84]. This analysis needed to be performed independently for different

values of |Bz| because, as we will discuss shortly, we observed different levels of noise at different

magnetic field magnitudes. With this methodology we were able to construct 1σ confidence inter-

vals corresponding to a 68% confidence level.

During the course of the ACME II measurement, we found that our measurement was limited

by two sources of excess noise, which prevented us from reaching the shot-noise limit. In the follow-

ing subsections we will discuss these noise sources, one of which was related to the magnetic field

magnitude, while the other noise source was not well understood during the ACME II measure-

ment.

3.5.1 Excess Noise from Timing Jitter

We determined that the scatter in the ACME II superblock level data was significantly higher than

the scatter in the data at the “group” level, which is constructed by combining polarization cycles

within a single trace. We can characterize this excess noise by calculating the reduced chi-squared

for the data, χ2
r . In the case of the excess noise which did not vary with the applied magnetic field

magnitude, we found that χ2
r ≈ 3, but during the ACME II measurement could not track down

the source of this noise. Shortly after the ACME II result was reported, work led by myself, Cristian

Panda, andMohit Verma determined that the noise was caused by a combination of timing noise in

our DAQ and timing imperfections in the polarization switching scheme [69]. The exact details of

this effect, which has now been well controlled are discussed in section 4.1.4, as the control of this

effect effectively results in a signal gain of∼ 3× for ACME III.
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Figure 3.4: Statistics of the ACME II Measurement. a) Normalized histogram of the superblocks in the ACME II data set.
The histogram has been centerd and does not show the EDM value. Error bars represent the standard deviation in the
bin expected for a Poisson distribution, while the blue curve is a Gaussian fit. b) Normal probability plot for the same
data, where the blue line represents a normal distribution. Excess data in the tails of the distribution can clearly be seen
as deviations from the normal distribution. c)Measured values of ωNE for different experiment configurations. Error
bars represent 1σ. This figure was adapted from [8].
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3.5.2 Excess Noise at LargeMagnetic Fields

We found that there was additional excess noise, characterized by χ2
r ≈ 7, which only occurred

when we operated the experiment with |Bz| = 26mG. Through simulation and a direct mea-

surement of the precession time τ 18 we determined that this was caused by fluctuations in the

mean forward velocity of the molecular beam at the 0.05% level from shot-to-shot[8]. This ef-

fect can be understood by considering that the precession time τ is determined by a fixed dis-

tanceL between refinement and readout lasers, so fluctuations in velocity will result in fluctu-

ations in τ . We calculate τ by measuring the Zeeman precession phase, which we can write as

ϕB = −gµBBzτ = −gµBB × L
v . We can see how the standard deviation in the mean forward

velocity σv impacts our uncertainty by writing

σϕB ≈ |g|µBBz
L

v

σv
v

= |ϕB|σv
v
. (3.23)

With this in mind, we can see that these velocity fluctuations will introduce excess noise into our ex-

periment if this uncertainty is similar in scale to the statistical uncertainty in our measured asymme-

try, as was the case in ACME II. However, we can control the scale of this uncertainty by changing

the scale of the Zeeman precession, which we could easily do by operating the experiment at lower

values of |Bz|. Because of this, we chose to operate at |Bz| = 0.7, 1.3, 2.6mG for the remainder of

the ACME II measurement, where this excess noise was found to not be a concern. This discovery

served as the primary driver behind our projected magnetic field requirements in ACME III, as we

believe we will need to operate at a lower magnetic field value of |Bz| ≈ 100 − 200 µG in order

to suppress this noise again. This requirement and its consequences are discussed further in section

5.2.

18This measurement was performed by creating a “notch” in the fluorescence signal by temporarily turning
off the STIRAP lasers and measuring the time of flight. For more details on this see [88].
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3.5.3 AnOrder ofMagnitude Improved Limit on de

The final result of the ACME II measurement was

ωNE = −510± 373stat ± 310syst µrad/s, (3.24)

which we can use to compute the value of the electron EDMwith the formula de = −ℏωNE/Eeff

and the value Eeff = 78GV/cm to get

de =
(
4.3± 3.1stat ± 2.6syst

)
× 10−30 e cm. (3.25)

This result has a combined statistical and systematic uncertainty (σde = 4.0 × 10−30 e cm)

that is 12× smaller than the ACME I result [6, 7], which was the previous best measurement of

de, demonstrating more than an order of magnitude increased sensitivity to the electron EDM.

In order to put an upper bound on |de|, we use the Feldman-Cousins [113] prescription as was

done in ACME I, which provides a rigorous method for determining whether to report a bound

or a central value, and how to determine the confidence interval. This is particularly relevant as we

can express the ACME II result as being ⟨|de|⟩ = 1.1 × σde . It should be noted that although

our sensitivity is improved by more than an order of magnitude, the limit we set is also dependent

on how far from zero our mean value of |de| is, which can result in a larger bound than just the

sensitivity would suggest. With a 90% confidence level we can then report

|de| < 1.1× 10−29 e cm, (3.26)

which is a factor of 8.6× lower than the bound set by ACME I [6, 7].
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I’m a rattlesnake, babe, I’m like fuel on fire

So if you’re gonna’ get made don’t be afraid of what

you’ve learned

Blitzen trapper Furr

4
ACME III Development

Since the conclusion of the ACME II measurement in the spring of 2018, all efforts

have been devoted to the development of a new generation of the ACMEmeasurement, known as

ACME III. Just as the ACME II measurement improved on the ACME I measurement sensitivity

by an order of magnitude [8], we set out to improve on the ACME II sensitivity by an order of mag-

nitude. This chapter provides an overview of all of the upgrades for ACME III, most of which have
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been fully demonstrated at the time of this writing. I played a central role in the upgrades to increase

the precession time of our measurement, to improve our detection systems, to reduce noise in our

system, and to suppress systematic errors in our system.

Just as we described the upgrades over the ACME I experiment as belonging to three categories,

so too will we describe the upgrades over the ACME II experiment. In section 4.1 we discuss all

of the statistical upgrades to ACME III, however those related to the increased precession length

of the experiment will also be discussed further in chapter 5. In section 4.2 we discuss upgrades

intended to suppress known systematic error sources below the level required for the ACME III

measurement. Finally, in section 4.3 we discuss general upgrades and changes to the experiment

intended to improve the robustness of the experiment. It should be noted that the development

of many of the upgrades discussed in this chapter were either a continuation or inspired by those

upgrades for the ACME II experiment discussed in chapter 3, including those upgrades which were

ultimately not implemented for that experiment.

4.1 ACME III Statistical Upgrade Pathway

In order to understand the statistical upgrades implemented for the ACME III measurement it is

helpful to once again return to the figure of merit for the sensitivity of a shot-noise limited measure-

ment

δde =
ℏ

2Eeffτ
√
ṄT

. (4.1)

Whereas in the case of ACME II, all statistical upgrades were based on increasing the photon count

rate Ṅ , in ACME III there are two notable upgrades that provide gains through other means, one

that increases the precession time τ , and one that suppresses excess noise that in ACME II prevented

us from actually reaching the shot-noise limit. These upgrades complement a series of upgrades

to the photon count rate by increasing our molecular beam flux and improving our detection ef-
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Upgrade Demonstrated Count Rate Gain Demonstrated δde Gain

Increased Precession Length - 2.6
Electrostatic Lens 12 3.5

Improved Rotational Cooling 1.4 1.2
SiPMDetectors 2.3 1.5

Improved Collection Optics 1.7 1.3
Timing Jitter Noise Reduction - 1.7
Ablation Target Load Lock 1.5 1.2

Projected Combined Gain ∼ 43

Table 4.1: ACME III Demonstrated Statistical Gains. Table showing the gains associated with each individual statistical
improvement in the ACME III experiment. Each gain factor has been individually verified, but actual combined signal
level and EDM sensitivity in the ACME III apparatus have not yet been demonstrated at the time of this writing.

ficiency. Because of this it is helpful when considering the statistical gains in table 4.1 to wherever

meaningful, break out both the gains to the photon count rate, and the corresponding δde improve-

ment. However we do not show a combined count rate gain, as there is no longer a simple conver-

sion to EDM sensitivity as there has been in the past.

Within this section we will individually describe each of the upgrades that were made in the de-

velopment of the ACME III experiment. We will first discuss the increased precession length used

in the experiment. We will then discuss the development of the electrostatic lens in theQ state, and

the improved rotational cooling system, which was designed to make the lens more effective. We will

then describe the new silicon photomultiplier (SiPM) detection system, and the re-optimized collec-

tion optics. Next we will describe the investigation into the excess noise found during the ACME II

measurement and the methods used to suppress it. We will then describe the development of a new

load-lock system to allow for the rapid changing of ablation targets. Finally, we will briefly discuss

those statistical upgrades which were considered for the ACME III measurement, but which were

not implemented.
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4.1.1 Increased Precession Time

Both the ACME I and ACME II measurements used anL = 22 cm precession length, which

with a typical molecular beam velocity of∼ 220m/s corresponded to τ ≈ 1ms [6, 7, 8]. This

choice had been based on attempts to measure the lifetime made during the development of the

original ACME experiment that suggested the radiative lifetime of the ThOH state was τH ≳

1ms [78, 75, 92]. However, these measurements had all been performed inside of a buffer gas cell

where collisions can introduce a significant alternative decay pathway, and multiple exponential

decay constants were sometimes observed [92], without a conclusive explanation. The choice of

τ ≈ 1ms followed from this information, as there was little evidence that much sensitivity could

be gained with a longer precession time, and a longer precession region presents a significantly more

complicated engineering challenge.

After the completion of the ACME II measurement, in the hopes of finding an avenue to im-

prove the ACME experiment, Cristian Panda, with assistance from XingWu and myself, performed

a pair of test measurements using the ACME II apparatus and the setup on Beam Box II used forQ

state measurements to see if we could perform a better measurement of theH state radiative lifetime

in the beamline rather than a cell, where collisions would not be significant. This measurement sug-

gested that theH state lifetime was closer to∼ 4ms, significantly higher than previously thought,

but was limited by the constraints of the existing apparatus, which had limited optical access, and

with the apparatus available it was difficult to control systematic errors at the desired level. Based on

these preliminary measurements, Daniel Ang and myself developed a specialized beam apparatus

and performed a higher precision measurement that determined τH = 4.2±0.5ms [70], the details

of which will be described in section 5.1.

Following this measurement it was clear that the ACMEmeasurement could be extended to

take advantage of our better understanding of theH state radiative lifetime. In order to do so we
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needed to either significantly change the velocity of the molecular beam or build a new apparatus to

accommodate the longer length. While methods exist in order to slow buffer gas cooled beams, such

as the introduction of a two-stage cell rather than the single stage used in ACME, these methods do

not provide sufficient slowing to fully take advantage of the radiative lifetime, and can come with

more significant signal losses that would offset most of our gains [114]. As such, our best option

was to build a new interaction region with a longer precession region, particularly as we already had

other motivation to redesign our magnetic shields and our electric field plates to suppress magnetic

field related noise and polarization gradient related systematic errors in ACME III. The design and

development of this longer apparatus will be left to chapter 5.

In order to get the largest increase in EDM sensitivity it was important to consider three ways

that the precession time contributes to δde. The first of these is quite clear from equation 4.1, that

in converting from a measured phase to a frequency, the uncertainty in that frequency should scale

inversely with τ . What is less clear initially, is that the the photon count rate Ṅ is also a function of

τ , which contributes to Ṅ in two ways. The first of these contributions comes from the fact that the

population in theH state decays exponentially as a function of τ as Ṅ ∝ e−τ/τH , simply due to

the unavoidable radiative decay. If we combine these first two terms, which covers all of the effects

which ignore engineering challenges, and effectively assume a perfectly collimated molecular beam

we would find

δde(τ) ∝
(
1

τ

)(
1√

e−τ/τH

)
=
eτ/(2τH)

τ
. (4.2)

The second contribution to Ṅ is harder to quantify analytically as a number of engineering deci-

sions impact this, but is caused by the fact that the molecular beam is not perfectly collimated and

is instead naturally diverging both over the distance leading to the precession region and in the pre-

cession region, and both the optics for ACME II and ACME III have a finite detection volume. If

for now, we disregard the effects of the electrostatic lens, which weakly focuses the molecular beam

89



and also ignore the changes to the detection optics used in ACME III, this term would introduce a

scaling term of Ṅ ∝ 1/(l + τ)2, where l is the distance from the beam source to the refinement

laser, due to geometric expansion of the beam over a longer distance to give

δde(τ) ∝
(
1

τ

)(
1√

e−τ/τH

)
(l + τ) . (4.3)

The bound with perfect collimation shown in equation 4.2 and the bound with no lens or change

to the detection optics in equation 4.3 act as limiting cases for the performance of the lens as shown

in figure 4.1. In order to properly determine the gain in EDM sensitivity it was necessary to perform

simulations of the electrostatic lens to account for both the effect of the weak focusing from the lens

and the new detection optics. These simulations were performed by XingWu, and were also used

to optimize the lens parameters once a precession length was chosen for ACME III. The results of

these simulations are also shown in figure 4.1.

Due to the timelines involved with the development of the next generation of the experiment a

precession time of τ ≈ 5ms was chosen once preliminary results from the purpose-built lifetime

measurement apparatus were available, and confirmed the results found by Cristian Panda. This

value was chosen as a good value for τ both based on early simulations of the electrostatic lens and

considerations for the engineering challenges associated building a longer interaction region in terms

of both the systems themselves and the available lab space. From these considerations we chose a

precession length of τ ≈ 5ms, which corresponds to a precession length ofL = 100 cm. With this

choice of precession length, we expect to see an improvement in δde of approximately∼ 2.6×.

4.1.2 The Electrostatic Lens and Improved Rotational Cooling

While efforts to develop an electrostatic lens using the ground stateX for ACME II ultimately were

unable to overcome obstacles like the production of x-rays [103], new efforts led by XingWu to
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Figure 4.1: EDM Sensitivity Gain as a Function of Precession Time. Projected EDM sensitivity relative to ACME II as a
function of precession time for three different configurations based on the recent measurement of theH state radiative
lifetime [70]. The red curve labeled “perfect collimation” is based on the estimate found using equation 4.2. The blue
curve labeled “with lens collimation” corresponds to the projection found using the simulations of the electrostatic lens.
The orange curve labeled “no lens” is based on the estimates found using the assumptions that the beam diverges as
in ACME II with no electrostatic lens as represented in equation 4.3. The shaded regions of the curves represent the
uncertainty from our uncertainty in the lifetime τH . The dashed lines indicate the precession time used for ACME II and
the chosen precession time for ACME III. Figure adapted from [70].
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study the ThOQ state made a new avenue possible. TheQ state was found to be well suited to our

purposes with the electrostatic lens for three reasons, which were all measured or verified in a recent

study [87].

1. The first, which has already been discussed, is the large linear Stark shift of the

|Q, J = 2,M = 2,Ω = −2⟩ state, with dipole moment dQ = 1.60(2) ea0.

This Stark shift is nearly an order of magnitude larger than what can be found in the

|X, j = 2,M = 0,Ω = 0⟩ state used in the previous electrostatic lens [85]. Based on this,

larger trap depths can be achieved with lower applied fields, both improving the effectiveness

of the lens and decreasing the likelihood of producing X-rays.

2. The next reason is that the radiative lifetime of theQ state is sufficiently long that there is

no measurable decay out of theQ state during the transit through the 53 cm long lens. This

recent measurement resulted in a lower bound on the radiative lifetime of τQ > 62ms [87].

3. The final reason is that theQ-C transition dipole moment is sufficiently large that we can

reasonably perform STIRAP betweenX-C-Q in order to prepare molecules in the lens state

with high efficiency, then return them to the ground state. This value has been measured to

be dQ−C = 0.397(47) ea0, and both one and two stage STIRAP has been performed with a

one (two) stage efficiency of 90% (80%) [87]. A detailed description of this STIRAP process

can be found in section 2.3.3 and [87].

Notably, theQ state is also well suited to use in a magnetostatic lens using a Halbach array due to

the large molecule-frame magnetic dipole moment µQ = 2.07(11)µB [87, 84]. Both electrostatic

and magnetostatic lenses were considered for ACME III, but an electrostatic method was chosen,

primarily due to the tunability of the lens through the electrode voltage, which is not available in a

magnetostatic system relying on permanent magnets.
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Based on the measurements of theQ state, and significant simulation work, an electrostatic lens

apparatus has been designed, constructed, and tested [85]. This work has been led by XingWu,

with significant help from Peiran Hu and Zhen Han. As previously described in section 2.3.3 and

shown in figure 2.7, the lens consists of six 53 cm long, 19mm diameter cylindrical electrodes,

spaced out at a radius of 19mm. We apply a DC voltage±V to the electrodes, alternating polar-

ity for each electrode in order to produce the desired electric field. This configuration produces an

electric field magnitude

E(r) =
(
3V

R3

)
r2 (4.4)

where r is the radial position, andR is the radial distance from the center of the lens to the surface

of each electrode (19mm). This results in a linear restoring force due to the linear Stark shift given

by

F(r) = − d

dr
(−DE(r)) r̂ = D

(
6V

R3

)
rr̂, (4.5)

whereD = dQ
ΩM

J(J+1) . Based on this formula it is clear that for states withD ≥ 0 this force is not

restoring, however we have chosen to use the lensing state |Q, J = 2,M = 2,Ω = −2⟩ as for this

stateD = −4
6dQ and the force is in fact restoring. For a long enough lens this force would cause

sinusoidal motion, but for a carefully chosen length the lens acts analogously to a thick optical lens

[85].

The lens design was optimized via numerical simulations in order to maximize the flux of

molecules in the detection region. In practice this amounted to effectively focusing the molecules

near the detection region as shown in figure 4.2, while also optimizing the following criteria. First,

in order to maximize the number of molecules that enter the finite capture volume of the lens,

the lens needed to be as close to the molecular beam source as was feasible. This was the primary

motivation for the changes to rotational cooling implemented for ACME III, which will be dis-

cussed shortly. Second, the diameter of the lens and the lens voltage were optimized to accept the
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a) b)

c) d)

Figure 4.2: Simulations of the Electrostatic Lens Focusing. Simulations performed by Xing Wu of different lens trajecto‐
ries as viewed from above the apparatus. Green trajectories are those which reach the probe laser (in red). In a) with no
applied voltage the beam is not focused. With either too little voltage (b) or too much voltage (d), fewer trajectories can
be used. c) Optimal focusing is found with±14 kV. Figure adapted from [85].

largest possible range of transverse velocities while staying within the linear regime of the Stark shift

(Emax ≈ 30 kV/cm [85]), and staying small enough to not require voltages beyond±20 kV. Once

the lens was designed and assembled, it was tested using the ACME II apparatus to confirm that ev-

erything was operational and confirm the results of the simulations, which agreed well with the mea-

surements. This optimization effectively provides a factor of∼ 3.5× improvement to our EDM

sensitivity by increasing the molecular beam flux in the detection region by a factor of∼ 12×.

In order to maximize the available improvements from the lens we have also opted to increase

the separation of the interaction region electric field plates from 4.5 cm in ACME II, to 6 cm for

ACME III. This also helps to prevent any molecules from colliding with the ITO field plates, which

we are concerned could build up patch potentials and change Enr over time. In order to further

prevent these collisions, we have included a fixed collimator between the lens and the field plates.

The lens is housed in its own purpose built vacuum chamber, replacing the majority of the stem
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region from ACME II. This chamber has segments for performing STIRAP at either end, and on

the upstream end attaches to the rotational cooling system, while on the downstream end it attaches

to the nipple connected to the interaction region that passes through the magnetic shields. In order

to minimize the distance between the beam source and the lens entrance, as well as the distance be-

tween the lens and the start of the precession region, this chamber has low profile gate valves on ei-

ther end. We also mount multiple Geiger-Müller counters on the lens chamber in order to monitor

for the production of any X-rays, however we have not observed X-ray production during normal

operation with this lens.

Improved Rotational Cooling

As molecular beam before the lens is highly divergent and the lens has a finite effective volume,

any distance between the beam source and the lens opening comes at a significant signal loss.

This space between the source and the lens is limited by our need for rotational cooling to con-

centrate the population of the molecular beam in the |X, J = 0,M = 0,Ω = 0⟩ state. As de-

scribed in section 2.3.2, this was done in ACME II via a two step process, one optically pumping

the |X, J = 2+⟩ → |C, J = 1−⟩ transition in the absence of an electric field, and one optically

pumping the |X, J = 1−⟩ → |C, J = 1Mixed⟩ transition in the presence of an applied electric field

to mix the parity of theC state [8]. However, in ACME II these two steps were performed sequen-

tially, requiring separate spaces in the beamline, one with field plates and one without them, and

separate optical setups. Ultimately this took up roughly∼ 20 cm in the ACME II beamline.

For ACME III we instead will perform rotational cooling in a single spatial stage, by rapidly

switching the driving laser between the two transitions, which is synchronized with a switch be-

tween an applied electric field and no applied field. This scheme is shown in figure 4.3. To minimize

the space required for the two lasers, they are coupled into a single shared fiber with orthogonal lin-

ear polarizations. We do this by first combining the two beams on a PBS. Once the two beams are
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overlapped, we send them through a polarization EOM followed by another PBS. By switching the

state of the polarization EOM, we can select out which of the two pump lasers is passed through the

second PBS, with an extinction ratio of∼ 15 dB [85]. This switch state is typically changed every

8 µs, in sync with an electric field being switched between 0 and≈ 150V/cm. After this PBS, we

amplify the laser from∼ 10mW to∼ 250mWusing a commercial tapered amplifier. As the lens

can accept a large range of transverse velocities, we also want to make sure that we can fully saturate

the 20MHz full width at half maximumDoppler width of the molecular beam [85]. In order re-

duce the laser power needed to do this, we use a phase EOM to introduce up to 90 sidebands to the

beam with a spacing of 330 kHz. For the ACME II rotational cooling scheme we varied the polar-

ization of the light between passes with a λ/4waveplate to address allM sublevels. Here we instead

use a Pockels cell to rapidly switch between orthogonal linear polarizations, which simplifies the

optical setup at the beamline and reduces the required space. This polarization is switched between

the two states every 2 µs, so that for every electric field switch both polarization states each happen

twice.

After the Pockels cell the lasers are coupled into the shared fiber and delivered to the beamline. At

the beamline, the lasers, propagating along ẑ are multipassed 13 times through the molecular beam

over a 2.5 cm region. This extremely compact setup is made possible by a pair of slightly offset right-

angle prisms as opposed to the mirrors used in ACME II. These prisms were aligned and epoxied

into place with an ultra high vacuum (UHV) compatible epoxy and are housed inside of the vacuum

chamber for rotational cooling. A set of copper field plates inside the vacuum chamber produce

the desired electric field along ŷ. This entire vacuum chamber is only≈ 4 cm long, for a significant

reduction compared to the ACME II rotational cooling. Overall this system has been demonstrated

to produce an enhancement of≈ 3.5 higher flux with rotational cooling turned on, which is a

factor of≈ 1.4× larger than was observed in ACME II [85, 8].

This method is also a significant improvement over the ACME II rotational cooling scheme as it
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Figure 4.3: ACME III Rotational Cooling. Rotational Cooling Scheme for ACME III rotational cooling (a‐c) and the
demonstrated signal gain (d). a) Shows the energy levels and laser transitions involved. b) shows a schematic of the
optical setup for combining the two lasers. c) is a timing diagram of the switches used for rotational cooling. Figure
adapted from [85].

is more robust than the previous system. In particular both rotational cooling lasers are now com-

mercial ECDLs 1 as opposed to the home built ECDLs used previously. Additionally, these lasers

are locked to a ULE cavity with the PDHmethod that was also used for the STIRAP lasers and the

703 nm ECDL in ACME II, which we have demonstrated are able to remain locked for approxi-

mately∼ 1week, as opposed to the∼ 1 day timescale associated with the transfer cavities used

previously. Finally, the epoxied optics in vacuum are expected to be much more stable over time

than the mirror system used in ACME II, which was external to the vacuum chamber and more

sensitive to any possible unintended impacts.

1Toptica DL Pro
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4.1.3 SiPMDetectors and Improved Collection Optics

The ACME II detectors were Hamamatsu R7600U-300 PMTs, which as described in section 3.1.3,

were an upgrade over the PMTs used in ACME I, based on their higher quantum efficiency at the

new 512 nm detection wavelength [84]. However, these detectors only had a 25% quantum effi-

ciency at 512 nm [115], leaving potential room for improvement if a more efficient alternative could

be found. In contrast to PMTs, silicon photomultipliers (SiPMs) can provide quantum efficien-

cies of nearly 50% at 512 nm, however, this higher quantum efficiency does not come for free, and

SiPMs are known to have higher dark count rates than PMTs [116], as well as significant optical

cross talk [117] and afterpulsing [118] that can result in excess noise [119]. During the develop-

ment of ACME II some efforts to develop a SiPM based detector were led by Zack Lasner, but at

that time we were unable to develop a robust system. Since the start of the ACME III development

a group of collaborators fromOkayama University have joined ACME and brought their experi-

ence with detector systems to create robust, high efficiency SiPM detectors. This work, which has

primarily been led by TakahikoMasuda and Ayami Hiramoto, with assistance fromDaniel Ang

and myself, has been previously reported in [71, 73, 72]. Ten of these SiPMmodules have now been

built, eight of which will be used on the experiment with two spares.

SiPM detectors consist of a chip with an array of avalanche photodiode sensor pixels operated in

Geiger mode, with the pixels connected in parallel. Our SiPM system is based on the commercially

available Hamamatsu S13361-6075NE-04 [120], which is a 4 × 4 array of SiPMs in a 25mm ×

25mm package for a total of 16 sensors. Each individual sensor measures 4mm × 4mm, and in

order to take advantage of the total detector size, which is significantly larger than the 18mm ×

18mm effective area of the ACME II PMTs [115], we have increased the diameter of our fused

quartz light pipes from 16mm to 20mm. These sensors have a quantum efficiency of≈ 45% at

512 nm. However, they also have an efficiency of∼ 20% at 703 nmwhich presents a problem as
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the sensors will be susceptible to excess background from scattered 703 nm laser light. The dark

count rate at room temperature is 2Mcps/channel, which is orders of magnitude higher than the

6 kcps rate we saw in the ACME II detectors [84], and high enough to be a concern as we expect a

count rate on the order of∼ 100Mcps for each detector in ACME III. Additionally the optical

cross talk probability without any intervention for this system has been measured to be 27.4% [71].

The dark count rate is the rate at which pulses are produced by a detector due to thermal pro-

cesses rather than incident photons [121]. It is well known and stated by manufacturers that the

dark count rate for a SiPM can be controlled by cooling the SiPM, as the dark count rate has a

strong temperature dependence. For our system we have demonstrated that at−15◦ C the dark

count is roughly only≈ 3% of the room temperature rate at≈ 20 kcps/channel [71]. In practice

we intend to operate at−20◦ C, where the dark count rate is further suppressed. This is made pos-

sible by cooling the SiPM and the aluminum circuit board it is attached to with a thermoelectric

cooler, and cooling this with a closed loop chiller with 20◦ Cwater. To prevent condensation of at-

mospheric water onto the SiPM, the modules is housed inside of a vacuum chamber, however the

vacuum requirements for this chamber are very straightforward in comparison to anything else on

the experiment, as we require a vacuum below only 225mtorr. Each of the eight SiPMmodules on

the experiment must therefore be connected to their own vacuum and water cooling lines, in addi-

tion to electronic control and signal lines. A schematic of the SiPMmodule can be found in figure

4.4

The optical cross talk in SiPMs is the effect that occurs when secondary photons are produced

in the detection process of one detector pixel, which can then be picked up in a nearby pixel [117].

When this occurs, the secondary photons result in a higher than normal pulse associated with the

original photon, and result in excess noise in the detection system. Similarly, after pulsing can occur

when there is a time delay between the original photons detection and the detection of secondary

photons produced by cross talk, which also contributes to the excess noise factor. We can quantify

99



Figure 4.4: Schematic of the SiPMModule. Cross section schematic of the SiPM module showing the locations of each
of the three optical filters. The majority of the module volume is required for the cooling systems. Figure adapted from
[73].

this excess noise factor or Fano factor [118] by measuring the output of the detector when exposed

to a pulse of photons as

F =
σ2

µ
(4.6)

where µ is the mean value of the observed number of photons, and σ is the standard deviation. The

PMTs used in ACME II had an excess noise factor of FPMT = 1.2, which is typically caused in

PMTs by statistical nature of the gain process [119, 122]. With our system we have found that the

optical cross talk can be suppressed by placing absorptive bandpass filters in the optical path to the

SiPM. In particular, we place an absorptive green bandpass filter2, which has a transmission peak

near the detection wavelength at∼ 500 nm, directly on the SiPM and use index matching gel to

couple the optical surfaces. This reduces the optical cross talk to 4.3% by absorbing the majority of

2Schott BG40
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the secondary photons, which need not be at the same wavelength as the original photon, and are

predominantly in the 600− 1000 nm range [71]. In addition to this filter, we also use an absorptive

bandpass filter for a vacuum window3, and an interference bandpass filter outside of the vacuum

window before the light pipe4. These additional filters, which can be seen in figure 4.4 serve to re-

duce the background level caused by scattered 703 nm light from the readout and refinement lasers.

These filter choices were based on measurements of the background count rate and signal count rate

on the ACME II apparatus with the fluorescence source simulated with a delrin ball and a 512 nm

laser alongside the refinement and readout lasers5. In total, the effects of these filters are that the

system has now been measured to have an average excess noise factor of FSiPM ≈ 1.07, for a slight

improvement over ACME II [73].

All ten SiPMmodules have now been constructed, and have been thoroughly tested to verify

their operation, including over a seven week long data run. In particular, they have been tested di-

rectly against the PMTs used in ACME II on the ACME II apparatus, including the smaller ACME

II light pipes. The relative signal levels from this measurement can be seen in figure 4.5, which was

more than a factor of 3 higher for the SiPMmodule. When accounting to the difference in effective

area between the two sensors, the detection efficiency was 2.3× higher than the ACME II PMT,

which is what we expect as the effective improvement for the ACME III apparatus with SiPMs. The

system for mounting the SiPMs and lightpipes to the ACME III apparatus, as well as a discussion of

methods to block stray light from the room are discussed in section 5.3.

3Schott BG39
4Semrock FF01-520/70
5the readout laser had to be turned off for tests with the delrin ball in place to prevent unrealistic scatter-

ing.
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Figure 4.5: Comparison Between SiPMs and PMTs. Data taken on the ACME II apparatus to compare the detection
efficiencies of the ACME II PMTs and the SiPM modules, normalized for single photon gains. Figure adapted from [73].

Improved Collection Optics

The decisions to replace the PMTs with a larger sized SiPM, along with the decision to increase

the field plate separation to 6 cm for the electrostatic lens made it necessary to redesign the collec-

tion optics for ACME III. This work, which was led by Daniel Ang, was based on simulations in

LightTools, just like how the ACME II collection optics were optimized, and the design process is

described in detail in Daniel’s thesis [123]6. As before, the collection optics consist of eight pairs

of lens doublets which are mounted just outside of the field plates, and are aimed at the detection

volume where the readout laser intersects the molecular beam. Each doublet focuses the collected

light into a light pipe which transmits the collected light out of the vacuum chamber and magnetic

shields to the SiPM. Based on constraints related to the size of the interaction region chamber and

the decision to use straight light pipes instead of the curved light pipes, the motivations for which

6At the time of this writing this has not been published.
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are discussed in section 5.3, the angle of the optics were fixed at 45◦. The most notable change made

in this design process was to move away from commercial aspheric lenses, as they were limited in

diameter to 75mm, and instead order custom lenses with a 135mm diameter for the larger lens,

and a 106mm diameter for the smaller lens in the doublet. The effect of this is clear as the optics are

able to cover a larger solid angle than the off the shelf optics, and this is especially critical as the op-

tics must now be further from the source due to the larger new field plate separation. Additionally,

these simulations were used to optimize the diameter of the light pipes used in ACME III. Based

on these simulations and experimental tests, we expect these new lenses and the larger light pipes

to have a collection efficiency of∼ 30%, and should collect a factor of≈ 1.7× higher signal than

ACME II.

4.1.4 Excess Noise Suppression

The ACME II measurement was unable to reach the shot-noise limit in practice due to a source

of excess noise that was not well understood until after the completion of the measurement. This

noise, which did not vary with any known experiment parameters, was characterized by the reduced

chi-squared per degree of freedom of the EDM data set, which was χ2
r ≈ 3. The efforts to sup-

press this noise were led by myself, Cristian Panda, andMohit Verma, and were ultimately successful

in suppressing through three independent methods as measured on the ACME II apparatus, en-

abling us to reach the shot-noise limit in our tests as was reported in [69]. We believe that with these

suppression methods this noise has been suppressed to well below the level of the expected ACME

III sensitivity, which acts as an effective gain in EDM sensitivity of 1.7×. In this section we will

describe in detail the model for how this noise enters our system, describe the three methods of sup-

pressing this noise, and describe how this was verified.

In order to understand the source of the excess noise we must first consider the way we per-

formed polarization switching in ACME II, as well as how we acquired our data and used the po-
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larization switching to compute an asymmetryA. As was described in section 3.2.4, in order to

project out the phase of our molecules we rapidly switch the readout laser between the two polar-

izations X̂ and Ŷ using a pair of AOMs. These AOMs are controlled by TTL pulses generated by

an SRS DG645 precision timing and delay generator that is synced to the timing of the molecular

beam pulses, which control RF switches to turn the AOMs on and off. We switched the polariza-

tions at a frequency of 200 kHz, with a total polarization cycle period T = 5 µs. We nominally

had a 0.6 µs dead time between switches, which was chosen based on the lifetime of the I state [90]

to ensure that there was no overlap between the X̂ and Ŷ polarization “bins”. We then detected

the fluorescence associated with each polarization, SX and SY , using our data acquisition (DAQ)

digitizer7, which sampled at 16MS/s, which corresponded to a spacing of∆t = 62.5 ns between

each data point. This sample rate was chosen so that each full polarization period consisted of an

even number of data points (80 total, with 40 assigned to each of X̂ and Ŷ ). From this we define a

polarization “sub-bin” which consisted of a series of consecutive data points within a single polariza-

tion bin used to integrate the measured fluorescence, and which were defined to be the same for the

X̂ and Ŷ bins. This sub-bin timing can be seen in figure 4.6 along with the other relevant timing

parameters for this discussion. We must also define the time TX̂−Ŷ , which is the time delay between

the actual X̂ and Ŷ laser pulses, which ideally should be TX̂−Ŷ = T/2, but in practice has been ob-

served to vary from this by as much as 200 ns. This discrepancy is caused by the way we use AOMs

to control the laser pulses, as there is a propagation time associated with the acoustic wave in the

AOM crystal [124, 125], which can vary with the alignment of the laser into the AOM crystal. The

last term we define is∆TX̂−Ŷ = TX̂−Ŷ − T/2, which describes this discrepancy. In practice we

worked to minimize∆TX̂−Ŷ in ACME II by timing the laser pulses on a photodiode, with∼ 40 ns

precision [69].

7NI PXI-5171R
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Figure 4.6: Polarization Switching Timescales. (a) shows the timescales within a single polarization cycle. The gray
shaded region of the two fluorescence signals indicates the sub‐bin used for integration. A,B, and C indicate the three
characteristic regions of the fluorescence signal, when excitation is first turned on, when the population becomes
roughly evenly mixed between theH and I states, and when the excitation is turned off. The time TX̂−Ŷ is shown
relative to the timing of the two laser pulses. (b) shows the measured fluorescence signals vs time for each polarization
as averaged over 25 shots to form a trace. Figure adapted from [69].

We can now see how a nonzero∆TX̂−Ŷ can impact the asymmetry by looking at the time depen-

dent instantaneous asymmetry

A(t) =
SX(t)− SY (t)

SX(t) + SY (t)
, (4.7)

where t is the time within the polarization bin, and which in practice we can make discrete by con-

sidering our digitization rate such that ti = i∆t, where i ∈ {1, 2, 3, .., 40} for ACME II. When

∆TX̂−Ŷ ̸= 0 Sx(ti) and SY (ti) do not correspond to the same portion of the fluorescence sig-

nal as the two data points have been collected at different times relative to the start of the actual

laser pulses. This results in a time dependent shift ofA(t) away from the mean of the asymmetry as

shown in figure 4.7, which for∆TX̂−Ŷ ≪ T is proportional to∆TX̂−Ŷ and the time dependent

slope of the fluorescence signal. We can represent this shift as

∆A(t) ≈ 1

2S(t)

dS(t)

dt
∆TX̂−Ŷ , (4.8)

105



0.0 0.5 1.0 1.5 2.0

-0.5

0.0

0.5

Time in polarization bin (μs)

As
ym

m
et

ry

(X-Y time delay)
-80 ns
-60 ns
-30 ns
-10 ns

0 ns
10 ns
40 ns
60 ns

Figure 4.7: Asymmetry Within a Polarization Cycle. Asymmetry versus time within a polarization cycle, with the aver‐
aged signal S(t) shown in gray. The different colored data sets correspond to different values of∆TX̂−Ŷ as shown.
The magnitude of the asymmetry is largest for large values of∆TX̂−Ŷ and at times where the slope of the fluores‐
cence signal is largest. Figure adapted from [69].

where S(t) = (SX(t) + Sy(t))/2 is the average of the X̂ and Ŷ fluorescence signals. On its

own, this time dependent shift in the asymmetry would not be as much of a concern, as if we had

a constant∆TX̂−Ŷ , then∆A(t)would produce a shift in the asymmetry that was not correlated

with any experiment parameters, and would be subtracted out by our parity sums. Additionally, the

sign of the asymmetry is reversed under the P̃ and R̃ switches, so any∆A(t) is further cancelled in

our calculation of ωNE as it is even under these switches.

However, in the presence of timing jitter between the laser pulses and the triggering of the DAQ,

any nonzero∆TX̂−Ŷ introduces noise in∆A(t). This noise can enter our measured phase in any

channel which is odd with respect to an experimental switch which is changed at a frequency that

is slower than the frequency that the noise occurs at. As our fastest switch Ñ occurs every 0.6 s, any

timing jitter faster than this time scale can introduce noise to the experiment. In consideration of

this fact, one upgrade we considered for ACME III involved methods to switch Ñ within a single
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molecular beam pulse to suppress fast noise. We ultimately decided not to implement any such “fast

Ñ switch”, due to the complexity of the required changes to the experiment, and the fact that we

did manage to control this timing jitter related noise.

From this model we expect that we should be able to control this noise source in two ways that

are already clear, and one method that is dependent on our analysis method. The first method to

control this noise is to ensure that there is no detectable timing jitter between the laser pulses and

the trigger of the DAQ, as a constant∆TX̂−Ŷ will subtract out. This effort, which will be described

shortly took multiple months of intensive investigation to track down, as the noise was itself de-

pendent on three flaws in our DAQ system, which all needed to be resolved. The second method

is to minimize∆TX̂−Ŷ with greater precision than was typically done in ACME II, which from

equation 4.8 will reduce the magnitude of∆A(t) and the magnitude of the noise contribution.

The effects of independently controlling the timing jitter and∆TX̂−Ŷ , based on measurements

on the ACME II apparatus performed by Cristian Panda and myself can be seen in figure 4.8. Due

to the requirements for suppressing the timing jitter, we changes the sampling rate of the DAQ

from 16MS/s to 12.5MS/s in these measurements, which changed the time between digitization

points to 80 ns. In order to keep an even number of data points within each polarization cycle, we

changed the polarization switching frequency from 200 kHz to 250 kHz, and used a dead time be-

tween polarization bins of 0.8 µs, leaving 25 digitization points in each of the X̂ and Ŷ polarization

bins. For the third method of controlling this noise, we must consider the fact that in our normal

analysis we integrateA(t) to compute the mean asymmetry, which is shifted from the “true” mean

asymmetry by the integral of∆A(t). This integral is dependent only on the value of∆A(t) at

the endpoints of this integral ti0 and tif , which define the sub-bin. As∆A(t) is proportional to

dS(t)/dt, we can choose the endpoints of our sub-bin ti0 and tif to minimize dS(t)/dt, which in

turn minimizes the mean∆A, reducing the noise in our measurement. The effect of this choice of

sub-bin start and end points is shown in figure 4.9, conducted in the same configuration as the other
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tests with 25 data points per bin. From these tests, we were able to determine that each of these

three control methods individually suppressed this excess noise, and when combined suppressed

this noise to the point where we were able to measure the reduced chi squared of our data set to be

χ2
r = 0.87± 0.40, which was consistent with 1 as expected [69].

Timing Jitter Control

In order to describe the methods developed to suppress the timing jitter, we will first describe the

ACME II DAQ system in more depth. The primary DAQ system in ACME II was a NI PXIe-

5171R eight channel PXI Oscilloscope, which we typically refer to as the FPGA. This FPGA os-

cilloscope was housed in a PXIe-1075 18 slot chassis, which was connected to our DAQ computer

by a PXIe-8375MXI Express card paired with a PCIe-8375 for remote control. Each of the eight

channels was normally connected to one of the eight experiment PMT signals, and was provided

triggering information through the PFI0 input, which is accessible through a NI breakout box that

we connect to with a NI cable8. This triggering signal is produced by our DG645 and should have

extremely low jitter of 10−8 [126], which we can confirm on a bench-top oscilloscope where we see

no timing error. The LabView bit file for this FPGAwas developed by NI engineers in contact with

AdamWest to allow us to use the PFI0 trigger, but is otherwise the same as the example file available

online.

We also have a backup system consisting of four PXI-5922 PXI oscilloscope cards. This system is

simpler in some ways, but each card only uses two input channels, and each card has an option for

a clock input and trigger. This clock input must be a square wave unlike the FPGAwhich can take

a square or sine wave input. Additionally, this system has been configured from the start to use the

8SHH19-MH19-AUX. Note that this looks like an HDMI cable, and has the same ends, however it ap-
parently has nonstandard wiring, which caused problems when Adam first tried to work with the system, so
make sure that the Aux I/O cable is an NI cable.

108



0.0 0.5 1.0 1.5 2.0
0

10

20

30

40

50

60

Time in polarization bin (μs)

Timing noise

0.0 0.5 1.0 1.5 2.0
0

10

20

30

40

50

60

Time in polarization bin (μs)

Reduced Timing Noise

-50 0 50
0

2

4

6

8

10

X,Y delay (ns)

av
er

ag
e

ov
er

po
la

riz
at

io
n

bi
n

(X-Y time delay)
-80 ns
-60 ns
-30 ns
-10 ns

0 ns
10 ns
40 ns
60 ns

(X-Y time delay)
-80 ns
-60 ns
-30 ns
-10 ns

0 ns
10 ns
40 ns
60 ns

Timing Noise
Reduced Timing Noise

time

(c)

(b)

(a)

Figure 4.8: Asymmetry Noise Dependence on Clock Syncing and∆TX̂−Ŷ . Measurements of excess noise character‐
ized by χ2

r in the ACME II apparatus. (a) and (b) show the asymmetry noise as a function of time within a polarization
cycle, where the colored data sets correspond to different values of∆TX̂−Ŷ as shown. In (a) the DAQ system is not
synced to an external clock, while in (b) the DAQ is synced to our Rb clock. The noise is clearly largest when the slope
of the fluorescence signal is largest, for larger values of∆TX̂−Ŷ , and for the configuration without clock syncing. (c)
shows the χ2

r averaged over an entire bin as a function of∆TX̂−Ŷ , with the blue data set using the clock syncing,
and the red data set using no external clock. All values are calculated from 200 consecutive molecular pulses. Figure
adapted from [69].
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Figure 4.9: Asymmetry Noise Dependence on Sub‐bin Selection. The asymmetry noise (χ2
r ) depends on the selection

of the endpoints of the sub‐bin. By choosing sub‐bin endpoints for which dS(t)/dt is smaller, we can minimize the
excess asymmetry noise. The different colored data sets correspond to different values of∆TX̂−Ŷ as shown. This
data was collected with no clock syncing to separate the effects of different noise suppression methods. All values are
calculated from 200 consecutive molecular pulses. Figure adapted from [69].

NI-SCOPE software driver.

While investigating the source of our excess noise, we discovered that our excess noise was cor-

related with the beginning and end of a molecular beam trace. Further investigation revealed that

there was a significant source of timing noise in the DAQ system. This was very evident when the

polarization switching control pulses from the DG645were sent directly into the PXIe-5171R

module and recorded in LabView. Specifically we sent in two signals which were 10ms long pulse

trains of 200 kHz square waves repeating at 50Hz that are roughly 180◦ out of phase with each

other. The trigger pulse was sent from the DG645 every 500ms, as we did normally during the run

of ACME II. We could see that the arrival time of these 50Hz pulse trains varied over a range of

about 120 ns. This 120 ns corresponded to shifting one full digitization point in either direction,

and the traces could be seen to drift somewhat continuously over this range as shown in figure 4.10.

This jitter also appeared to be linear and periodic within this range.
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(a) The leading edge of consecutive 10 ms pulse trains overlapped, spaced by 50 Hz. No clock refer‐
ence was used, and we sampled at 16 MS/s so each point corresponds to 62.5 ns.
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(b) The rising edges of the 200kHz square wave within a single 10 ms pulse train overlapped, sampling
at 16 MS/s. No clock reference was used, and the signal drifts at a rate of at least 6 ppm.

Figure 4.10: Timing Jitter Before Modifications The two time scales at which timing jitter was observed before imple‐
menting any of the three control methods described in this section. (a) shows the jitter between the leading edges of
successive 50 Hz triggers. (b) shows the faster time scale where the leading edge of each polarization trigger within a
single molecular beam shot are compared. In both cases, the drift is linear and periodic within the range. The vertical
scale in both plots is in arbitrary units.
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Once we had identified that there was a timing issue, we checked that it was not an issue with

the signals themselves by connecting them to a standard lab scope and saw that the problem disap-

peared. This confirmed that what we were seeing was being caused by the DAQ and was not a true

signal error. We were eventually able to fix the problem by implementing three changes.

Our first thought was that there must be some sort of clock syncing error, as we had not synced

our SRS Rb clock9 to the DG645 and we had no reference clock synced to the FPGA itself. The

5171R has a timebase accuracy of only±25 ppmwhen using the onboard clock [127], which is

enough to explain the behavior we saw. We first synced the DG645 to the clock using the clock

input on the DG645, but saw no change in the behavior. We then determined that we could sync

the clock to the FPGA through two methods. In either method we can use either a sine wave or a

square wave. The first is to use the AUX I/O inputs to connect the clock, which is through pin 6

of the breakout box 10. This method requires that the input source of the clock be set in LabView

to “VAL_CLK_IN”. The second is to use the onboard clock of the chassis, which has a BNC input

for syncing with an external clock. This is probably preferable if we are syncing multiple cards to the

clock, and requires the LabView source name “VAL_PXI_CLK”. For the FPGAwe observed no

difference between these methods, but with the PXI-5922 cards we saw one card show jitter when

using this clock method while it was fine with the direct clock input. This needs to be investigated

further before trusting though.

The PXI-5922 cards can be synced to a clock using either the same chassis clock sync method as

the FPGA, or by using the front panel CLK IN11 connection. There are some concerns with using

the chassis clock as it may not cleanly distribute the clock signal to all boards as previously men-

9SRS FS725
10this can be found online in the getting started guide for the 5171
11The LabView settings for the clock input with these cards are significantly easier to remember as Lab-

View will create a dropdownmenu of the available choices.
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tioned. However, the front panel clock input required us to generate a square wave synced to our

Rb clock as our clock source only outputs a sine wave. For this a SRS signal generator was sufficient.

We also had to input a clock signal individually for all 4 boards.

When synced with a reference clock there was a clear improvement in the behavior as the drift

rate between consecutive pulses clearly decreased, but the drift over three points remained. This was

clear as the overlapping pulses no longer were able to drift over the full two point range in a single

500 ms triggering window, and the traces overlap significantly more.

While this did not fix the issue, it did improve the jitter that we were seeing. To try to better un-

derstand the source, we also looked at the overlap of the rising edges of the 200 kHz square wave

within a single 10ms pulse. We did this both with and without a clock and found that there was

significant drift over a range between two digitization points that went away when synced to a clock.

This drift without a clock corresponds to a drift rate of at least 6 ppm, which is only a lower bound,

but is within the FPGA spec. These results can be seen in figures 4.10 and 4.11 where in the clock

case all of the traces overlap so well as to almost look like a single trace. This is the behavior we want

to see at this level, and indicated that the clock was doing its job, and most likely was not the prob-

lem anymore.

The next control method we discovered was related to an error in the way the FPGA attempted

to sample at a non-integer division of its clock speed. The FPGA clock runs at 250MHz, and so

we were unsure of how the software actually handles decimation by non-integer values, like the 16

MS/s sample rate we had used in ACME II and in our tests up to this point. The manual indicates

that the system has the option to decimate by n. The choice of 16MS/s had been made for ACME

II in spite of this in order to cleanly fit an even number of digitization points within the 200 kHz

polarization switching cycle. In LabView we set a sample rate rather than the decimation, and the

FPGA bit file directly takes this input and decides how to decimate. However, we were unable to de-

termine directly from this file or from conversation with NI engineers how the program interprets a
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Figure 4.11: Fast Scale Timing Jitter After Clock Syncing The rising edges of the 200 kHz square wave within a sin‐
gle 10 ms long pulse train overlapped, sampling at 16MS/s. The FPGA clock was synced to the clock output of the
DG645, which in turn was synced to the Rb clock module. No drift is visible at this fast time scale once a stable clock is
introduced. The The vertical scale is in arbitrary units.

non-integer input for the decimation factor. The best understanding of how this must be occurring

is that the FPGA somehow interpolates between the two nearest integer decimation rates to almost

sample at the specified rate, however NI could not confirm how the system operates without integer

decimation. We experimented with changing the sample rate and found that by switching to integer

decimation the drift rate decreased significantly once again.

In trying to track down the cause of the remaining drift and periodicity, we repeated these tests

with the analog trigger settings instead of the PFI trigger. For this we used the same trigger signal

sent into channel 1 of the FPGA.We tried this test because the FPGA has a trigger jitter specifica-

tion that is 8 ns for a digital trigger and one Sample Clock timebase period for an analog trigger.

This difference initially did not make sense to us until discussing with an NI engineer who told us

that the the digital trigger uses a 125MHz clock rather than the 250MHz clock used for the analog

trigger. The tests seemed to somewhat confirm this specification as when triggering off of the PFI
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input we saw drift over three points at all sample rates, and when using an analog trigger we saw drift

over just two points at all sample rates. However, this did not match the 8 ns spec for digital trig-

gers because of how they scaled with the sample rate. NI R&D also could not confirm whether this

behavior was expected or not.

The PXI-5922 has a similar specification for the analog triggers (the only option) so we repeated

these tests with this system, and found that using integer decimation sampling rates and syncing to

a clock we no longer had any discernible jitter. This confirmed that there must either be a problem

with our FPGA code or the FPGA hardware itself that was out of spec.

The final change required to remove the noise was switching over from our old LabView code.

We previously had used the ACQ session palette tools to control and read from the FPGA, but NI

engineers suggested we try using the newer NI-SCOPE driver as the ACQ tools were no longer sup-

ported. Additionally, the tests with the PXI-5922 suggested that this might be a potential solution

as it was one of the few differences between the code we used for the different systems. Switching

over fixed the remaining issues, but neither we or NI can actually explain why this worked. It seems

to be a bug in the old code that will never be fixed with unsupported drivers.

After implementing these three changes we were able to remove the noise to the level that we

expect to be able to measure. In all future measurements with this system three things should al-

ways be implemented. First, always sync the scope to a clock source. Second, make sure that we are

clearly choosing a sample rate that is an integer decimation of the sample clock. For ACME III this

will most likely be 12.5MS/s, as we don’t want to increase our data taking rate for space reasons,

and we will have to adjust our polarization switching rate to match the sample rate nicely. How-

ever, if we want the PXI-5922modules to be completely interchangeable with the FPGADAQ, we

must choose a sample rate which is a common factor of both sample clocks, the closest of which

is 10MS/s. Third, never use the ACQ session palette tools to connect to the scopes as it is unsup-

ported software with dangerous bugs we do not understand. The NI-SCOPE driver is currently
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Figure 4.12: Timing Jitter After All Modifications The leading edge of consecutive 10 ms pulse trains overlapped, spaced
at 50 Hz. The clock is synced to the Rb reference clock, using the NI‐Scope drivers, using a digital trigger, and sampling
at integer decimation with 25MS/s. With all of these changes there is no remaining timing jitter that we can detect.
Similar results are found with an analog trigger, which previously had less jitter than the digital trigger, and for the PXI‐
5922 module operating under the same conditions. The horizontal axis corresponds to the digitization point number,
which in this case have a spacing of 40 ns. The vertical scale is in arbitrary units.

supported and shows no problems. For what it’s worth, it is also easier to work with. The final re-

sult from all of these modifications can be seen in figure 4.12.

4.1.5 Rapid Beam Source Target Changing

The last upgrade we have implemented to increase our statistical sensitivity is a method for increas-

ing the rate at which we change our ablation beam source targets. Anecdotally, when running the

beam source it has long been clear to us that the signal from an ablation target decays steadily over

the lifetime of the target, even with changes to the ablation spot, and the focal depth of the ablation

spot on the target. This signal decay was always the motivation behind changing out the target ev-

ery few weeks during intensive data collection, while the actual mass loss from the targets was small

relative to their size. After the ACME II measurement, we performed an analysis of all of the signal

levels in the ACME II final data set to study the signal decay, the result of which can be seen in fig-
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Figure 4.13: ACME II Signal Levels. Signal level for each superblock over the course of the ACME II data set. Changing
the ablation target causes the rapid jumps in signal level. Figure created by Zack Lasner.

ure 4.13. From this analysis it is clear that the signal level decays roughly linearly over time, and the

signal typically decayed by a factor of∼ 3− 5× before reaching the threshold for a target change. If

we were to consider only the first run of each target (one day of data), compared to the average signal

level over the lifetime of each target, we could expect a factor of≈ 1.5× higher signal. However,

this would require us to be able to perform target changes every day. While replacing the ablation

cell itself along with a target seemed to anecdotally increase the signal, the variance in initial signal

levels with either new cells or new targets made it difficult for us to draw as strong a conclusion with

our limited data.

During the ACME II final data collection, we typically performed target changes every 2 − 3

weeks. This was due to two factors, the first of which was that the ACME II cell housed two tar-

gets, one upstream and one downstream, with a slightly higher peak signal and longer lifetime for
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the downstream target, which extended the time needed between target change operations. The

target change operations were typically performed at the start of the week, as it took most of the

weekend for the beam box to warm up to a high enough temperature to open up without causing

condensation. The actual target change process, which typically took∼ 4 hours was then followed

by a∼ 12 hour cooling to get back to our operating temperature. In order to make it possible to

condense this process to the point where it could be performed every day without impacting our

duty cycle, we needed to develop a load lock apparatus so that we do not need to warm up and cool

down the beam box for each change. Additionally, by doing this we are able to reduce the amount

of “radiation work” we need to do, where we don PPE to protect from exposed thorium targets, and

exposed thorium dust. This is a significant safety and quality of life improvement for the experi-

ment.

This system, which Zhen Han led the development of, can be seen in figure 4.14. The targets,

which are mounted onto a copper block, can be inserted with a rod into a load lock chamber at

the top of the beam box, where it can be screwed onto the end of a rotatable vertical translation

rod. Once attached to this rod, the load lock chamber can be closed, and the vertical translation rod

is lowered to the correct height for the target. Here the target block is transferred to a horizontal

rod, which is connected to a linear bellows and a ferrofluid feedthrough to allow for rotation. This

horizontal rod is threaded, but also has a smaller ball driver end on the tip instead of more threads.

The threaded portion is used to hold the target block, which is then translated into position on the

cell wall, where it slides onto mounting rods on the cell. The horizontal manipulation rod can then

be disconnected from the target block, and the ball driver end of the tool can be used to tighten

the four screws that provide good thermal contact between the target block and the cell itself and

prevent gas flow leaks at the joint. In order to remove a target, the opposite procedure is used. Old

targets can be sealed in plastic bags connected to the load lock chamber, which can be laminated

closed to prevent any potential exposure to free thorium dust.
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Figure 4.14: ACME III Load Lock System for Rapid Target Changes. Partial cross section of Beam Box II showing the
components of the load lock system. The red x indicates the location where the ablation target is transferred from the
vertical arm to the horizontal arm which allows access to the ablation cell.
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With this system we believe that we will be able to perform target changes at the end of each day

in roughly∼ 1 hour and expect to gain the full factor of∼ 1.5× higher signal. This is convenient as

it coincides with the deicing we already know is necessary after each day of running, so this will not

negatively impact our experiment duty cycle. As we will not need to pause the experiment we may in

fact increase our overall duty cycle slightly. However as we may still need to perform cell changes at

an as yet unknown frequency, it remains to be seen howmuch this will impact our duty cycle.

4.1.6 Proposed Upgrades ThatWere Not Implemented

It is important to keep a record of any upgrade pathways we considered that ultimately were not

successful, most of which considered improvements to the detection system in ACME III. The

most significant of these proposals was to replace our detection method with an optical cycling

transition to increase our detection efficiency by a factor of∼ 10. These efforts, which mostly took

place during the ACME II measurement, were led by Daniel Ang. The primary idea behind this was

based on a recent measurement of the branching ratio from the I state to theX state [89], which

reported a branching ratio of 91%. Based on this branching ratio measurement, we hoped to be

able to drive theX → I 512 nm transition, to cycle and detect on average 10 photons from each

molecule, which we hoped would increase our detection efficiency from∼ 4% in ACME II to

nearly∼ 100% in conjunction with other upgrades. We developed a 512 nm laser system locked to

a ULE cavity, and developed schemes to maintain the separation between the X̂ and Ŷ polarization

bins during cycling. However, based on measurements in an apparatus built by Daniel Ang and

myself, we found that we were unable to cycle as many as 10 photons like we had hoped. In addition

to this, we found that there was a previously unappreciated issue with detecting by optical cycling

due to the statistical nature of the decay pathways [128]. In essence the stochastic nature of how

many transitions could occur before each molecule decayed to a dark state would add an excess noise

factor which would limit the possible gain in our EDM sensitivity from optical cycling to a factor of
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∼ 2, even if we could cycle an average of 10 photons. A full description of these measurements and

the difficulties we found can be found in Daniel’s thesis [123].

We also considered two other methods for upgrading the detection efficiency of the experiment,

while these were discarded as infeasible before tests were performed that may not be true in the fu-

ture. The first method considered was ionization of the ThOmolecules, as the detection efficiency

for ions on a multichannel plate is near unity. This detection of ions is used in other EDM exper-

iments that already work with molecular ions [63, 64]. However, concerns of the availability of

lasers and a lack of knowledge about the necessary transitions in ThOmade this unattractive at the

time. As part of both the considerations for ionization detection and for cycling detection, we also

considered the development of a secondary detection chamber after the interaction region vacuum

chamber where we would have the freedom to detect nearly the full solid angle of emitted photons.

However, the costs of such a system, the difficulty of shelving molecules in a long lived state be-

tween the projection into the X̂ and Ŷ basis and detection, as well as space concerns in the lab made

this infeasible at the time.

The last proposed upgrade we will describe comes from attempts to increase the flux of the

molecular beam source. These efforts were implemented by XingWu, Jonathan Haefner, and my-

self. A number of tests were conducted on beam box II, similar to those tests performed in the past

[79] to optimize the beam flux, such as changing the operating temperature, the YAG pulse rate,

and the YAG pulse energy. However, these tests did not yield any noticeable improvements, as dou-

bling the pulse frequency yielded approximately half the beam flux per pulse, and the increased YAG

power did not increase the yield. We additionally attempted to implement a de Laval nozzle, which

first converges then diverges, as the exit aperture from the cell, which previously was just a straight

machined hole in the cell. This was based on promising results reported in [129], which suggested

that we might be able to increase the collimation of the beam exiting the cell and thereby increase

our flux. However we were not able to see any statistically significant improvement, in part due to
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the large variability in beam flux whenever we modified the cell. The most promising result of any

of these tests was the determination that we could cut our ceramic ThO2 targets in half to reduce

their thickness without impacting the beam flux. This suggested a method to allow us to extend our

available target supply before having to press our own targets.

4.2 Systematic Error Suppression

With the planned statistical improvements to the experiment it is also necessary to ensure that all

known sources of systematic error in the ACME experiment are suppressed to at least the level of

the new expected statistical sensitivity. If we consider the class A systematics that were included in

the ACME II error budget, as shown in table 3.2, we can clearly see that the ωNE
ST and ωE systematic

errors can already be expected to remain far smaller than our statistical uncertainty. Additionally,

we did not observe any source of PNE
ref , and so we did not include a shift for this parameter. Based

on this we do not have reason to believe that a new source of PNE
ref will occur in ACME III, and so

we expect our ability to place a bound on the uncertainty associated with PNE
ref to scale with our

overall statistical uncertainty. We can make a similar argument for the systematic contributions

from |C|NE and |C|NEB as here we also have no model for why these values should be non-zero,

and our measurements were consistent with this. Additionally, these systematics are proportional

to ωB and ωnr, respectively, which are determined by the Zeeman phase and our global polarization

offset θ, which are chosen to set ϕ − θ ≈ π/4(2n + 1). With our increased precession time,

these frequencies should therefore both be scaled down by roughly a factor of 5×12 This leaves two

categories of systematic errors which require consideration and modifications to the ACME III

apparatus, which are discussed in the following two sections.

12This scaling is not exact as ωB will also be scaled with our choice of magnetic field magnitude, and ϕnr
will compensate for the change in Zeeman precession to maintain our sensitivity to changes in the asymmetry.
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4.2.1 Magnetic Field Systematics andNoise

The first source of systematic errors we will consider is those related to magnetic fields, in particular

the magnetic field gradients ∂Bz/∂z and ∂Bz/∂y. We described the models for these systematics

in section 3.4.2 there were in fact two models for sources that contributed to this component of the

error budget, one of which relied on the non-reversing electric field Enr, and one of which relied on

gradients in Enr and had a∼ 3− 5× smaller effect than the other.

As shown in equations 3.16, the larger of these two systematic shifts scaled with ∂Enr/∂z

(or ∂Enr/∂y), a laser detuning13 through ∂η/∂δ, and the magnetic field gradient ∂Bz/∂z (or

∂Bz/∂y). We do not currently know of a reliable method to decrease the scale of Enr or its gradi-

ents in our experiments, as we believe these are the source of patch potentials on the ITO surface

of the field plates [130]. We can minimize the contribution from ∂η/∂δ as we did in ACME II, by

optimizing δ, however we do not expect the linewidths of the relevant transitions to change signif-

icantly for ACME III (although the Doppler width of the beam will decrease slightly thanks to the

electrostatic lens). We therefore expect to still be able to use this as a tool to suppress this systematic

in ACME III, but we still want a new suppression factor if possible. In contrast we do have the abil-

ity to apply greater control over the magnetic field gradients in ACME III. In ACME II, we were

able to control the effect of this systematic effect in part by applying additional gradient fields to

suppress the the gradients to below≤ 1 µG/cm. In ACME III we hope for the ambient gradients to

be at or below this level based on our newmagnetic shield system and our cosine theta coil system,

for reasons we will describe shortly.

As equation 3.19 shows, the second source of magnetic field systematic shifts depends on Enr

itself, the relationship between position and transverse velocity for our beam ∂z/∂vz , and the mag-

13In the STIRAP lasers this is the two-photon detuning δ, but this effect occurs in the readout laser to a
lesser degree as well, where the detuning∆ is relevant instead.
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netic field gradients. While the same arguments as before hold for Enr and ∂Bz/∂z (and ∂Bz/∂y),

we do expect to see an improvement in ∂z/∂vz thanks to the electrostatic lens. In ACME II, there

was a strong correlation between the position of a molecule and its transverse velocity due to the

ballistic trajectories our molecules followed after exiting the source and the way we collimated the

beam. However, in the presence of the electrostatic lens, this correlation will be much weaker due to

the way the lens acts to focus the molecules into the detection region, which can be seen clearly from

the trajectories shown in figure 4.2. Thanks to this, as well as the fact that this impact of this system-

atic pathway was smaller in ACME II, we expect the contribution from this effect to be sufficiently

small for ACME III.

In order to fully describe our goals for the magnetic field gradients in ACME III and how well

we expect to control them, it is important to also consider the excess noise we saw in ACME III

that was correlated with the magnitude of the applied magnetic field, which we described in section

3.5.2. This noise, which was caused by fluctuations in the forward velocity of the molecular beam,

was observed when we operated with |Bz| = 26mG, but we did not see any excess noise when

operating at the values |Bz| = 0.7, 1.3, 2.6mG. Based on this evidence, we determined that for

ACME III we expect to apply an order of magnitude smaller magnetic fields with |Bz| ∼ 100 µG

to have this noise scale with our order of magnitude smaller expected statistical sensitivity. We expect

that even with the longer precession time (and therefore larger |ϕB|), we expect to lowest order that

the longer precession time will not increase the the noise in our EDMmeasurement which from

equation 3.23 should scale as∼ σϕB/|ϕB| ≈ σv/v. However, we are not yet certain of the exact

scale at which this noise will occur in ACME III14 so we based our ACME III design goals on an

assumed field magnitude of∼ 100 µG.

With this choice of |Bz| ∼ 100 µGwe set our design goal for the ambient magnetic field within

14We also will be using a new Litron YAG ablation laser, which seemed to also have an effect on this in
ACME II when we swapped between the Quantel and Litron YAG lasers we had available.
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the precession region to be 1 µG or less. However, we recognize the difficulty of achieving this goal,

and expect that our experiment will be able to operate as expected so long as we actually achieve

an ambient magnetic field< 10 µG. The details of how we plan to achieve this goal, through the

development of a new system of magnetic shields, as well as the results at the time of this writing

are discussed in section 5.2. It is worth noting that in ACME II, we were able to operate at |Bz| =

700 µG despite an ambient field on the order of∼ 200 µG, so if we have ambient field of≤ 10 µG,

we should expect to be able to safely operate at fields as small as∼ 30 − 50 µG. At the time of this

writing, without having assembled the complete apparatus, we have been able to achieve the goal of

fields below 10 µG, and we believe there may be further room for improvement with our apparatus,

but this requires further study.

Based on these choices for the ambient magnetic field magnitude inside the precession region we

also effectively place constraints on the gradients that contributed to systematic errors ∂Bz/∂z and

∂Bz/∂y. As previously described, we set a design goal of< 1 µG/cm for all magnetic field gradients

in ACME III, based on the level to which we were able to control our gradients in ACME II. In

practice, with our new apparatus, while achieving ambient fields of< 10 µG, we have observed that

all gradients in the precession region appear to already be well below this goal. Additionally, with

improved magnetometry relative to ACME II, discussed in section 5.2, as well as the newmagnetic

field coils, we expect to be able to further suppress magnetic field gradients if necessary. Based on

this, we expect that with our newmagnetic shields we should be able to sufficiently control these

systematics in ACME III.

4.2.2 Polarization Gradients

The remaining systematic effect which we must consider for ACME III is the systematic effect

caused by the combination of a non-reversing electric field Enr and polarization gradients in the

refinement and readout lasers. This systematic effect was one of the most siginificant systematic un-
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certainty contribution for both ACME I [6] and ACME II [8], and so is of particular concern for

ACME III. As we have previously described in sections 3.1.4 and 3.4.4, the scale of this systematic is

dependent on the size of Enr which causes an Ñ Ẽ correlated detuning∆NE , and the size of the po-

larization gradients in the refinement and readout lasers, which are caused by birefringence gradients

in the optical path of the laser, including lenses, a vacuum window, and one field plate. Just as it is

with other systematic errors, we do not have plans to reliably reduce Enr for ACME III, so all of our

efforts have gone towards improving the birefringence gradients in the optical pathways.

In ACME I, these ellipticity gradients were primarily caused by thermal stress induced birefrin-

gence in the field plates, which were observed to be as large as 10 %/mm [7]. These large gradients

were caused by heating of the field plates, which were made of Borofloat glass, from the high laser

power required. We were able to compensate for these large gradients in ACME I by aligning the po-

larization of the refinement laser with the birefringence axis of the optical pathway. In the develop-

ment of ACME II, the laser polarizations required for STIRAPmade it impossible to vary the ori-

entation of the prepared state to align with the birefringence axis. We were instead able to suppress

this thermal stress induced birefringence by using a higher quality glass for our field plates (Corning

7980) for which this effect was inherently smaller as described in section 3.1.4. Unfortunately we

did still see a systematic effect associated with polarization gradients during ACME II, with a much

larger systematic slope in the k⃗ · ẑ = −1 configuration than observed for k⃗ · ẑ = +1. Based on mea-

surements performed by Vitaly Wirthl [101], we determined that the birefringence gradients were

primarily the result of mechanical stress in the field plates and vacuum windows. Unfortunately

due to the constraints of our apparatus we were only able to measure the combined birefringence

gradients from passing through both field plates and the vacuum windows on either side of the in-

teraction region chamber, which showed that the combined gradients were< 0.2 %/mm. Estimates

made by Peiran Hu, based on a linear scaling from the ACME I and II systematic uncertainties and

the measured birefringence gradients in ACME I, suggest that the gradients in the k⃗·ẑ = +1 optical
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pathway for ACME II may have been roughly a factor of∼ 5× smaller than was found in this com-

bined configuration. This is possible because there could have been some cancellation between the

windows and field plates on the East andWest sides of the experiment in addition to the difference

in scale for the gradients on the two sides of the experiment.

For the ACME III experiment we have set a design goal that all of the birefringence gradients be

≤ 0.01 %/mm. This was chosen to be an order of magnitude smaller than the gradients measured

in the combined two field plate and two windowmeasurements. As the size of this systematic is be-

lieved to scale linearly with the size of the polarization gradients we expect this to be sufficient for an

order of magnitude improved measurement. Additionally, it should be noted that there is another

factor of 5× suppression of this effect that we can expect thanks to the longer precession time for

ACME III. This can be seen as this systematic effectively produces a small phase offset dθNE
Enr that

contributes to ϕNE , so in converting to the EDM-correlated frequency this is scaled by τ , which

will be 5× larger for ACME III. This is true for both the refinement and readout lasers. While we

do not need to consider this effect when comparing our design goal with the measured gradients

[131], if the ACME II gradients were closer to the values estimated by Peiran Hu and if we consider

this additional scaling, we still expect< 0.01%mm to be more than sufficient for ACME III.

NewGlass Options

Following the same chain of logic as we used in ACME II, we determined that one of the simplest

paths to reducing these gradients would be to find an alternative glass. As we noted in equation 3.2

the stress-optic law determines the difference between the indices of refraction for x̂ and ŷ polarized

light as

∆n = K(σxx − σyy), (4.9)
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whereK is the stress-optic coefficient, which is a material property of the glass. So long as the stress

in the glass is the same, if we can use glass with an order of magnitude smaller value ofK then we

could expect to meet our goals. We found two candidate glasses for this purpose, one of which

has since been discontinued15, and Schott SF57HTUltra [132] which is a leaded glass that has a

stress-optic coefficient that is specified to be 175× smaller than the Corning 7980 used in ACME II

[100]. However, we discovered that this glass is ill suited to our purposes. The first and most impor-

tant issue is a practical one as the glass is not produced in blanks larger than 280 × 160 × 40mm.

This is clearly an issue as ACME III requires field plates that are at least 1.2m long (a 1m long pre-

cession region with an additional length l on either end of the region to ensure field homogeneity

that should be no shorter than half the height of the field plates). The limits of these dimensions

have played a significant role in the designs of our vacuum windows used for STIRAP, the refine-

ment laser, and the readout laser.

Similar to this, we found that in ACME II the beam shaping optics were not made from well

controlled glass or mounted with care for the birefringence of the glass. based on work led by Peiran

Hu, we intend to use high quality fused silica lenses for ACME III. Additional measurements with

the polarimeter have also found improved ways to clamp these optics.

VacuumWindows

We plan to use SF57HTUltra for the vacuum windows in ACME II that are critical to our mea-

surement, the STIRAP entrance window on the top of the chamber, the refinement laser windows

on both sides of the chamber, and the readout laser windows on both sides of the chamber. For

the other windows on the chamber, which are in intermediate positions along the beam line, we

will use N-BK7 windows as we do not currently have plans for their use and they were included to

15Ohara PBH56
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give us future flexibility. The first major change to these windows besides the choice of glass, is that

the windows use circular glass blanks as opposed to the rectangular glass used for all windows in

ACME I and II. The primary reason we chose this is that the symmetry of a circular window has

been demonstrated to result in significantly lower birefringence than rectangular windows, even in

cases where there is more stress in the circular window [133]. The second benefit of moving to a

circular window is that the glass can be rotated if necessary.

In ACME II we believe we were lucky that the birefringence axis on the k⃗ · ẑ = +1 side of

the apparatus was only∼ 5◦ offset from x̂, which helped to keep our polarization gradients small.

For ACME III we have made plans to be able to rotate the glass in our vacuum windows so that the

combined birefringence of the window and field plate minimize the burefringence gradient seen by

the refinement laser. This is effectively the inverse of what was done in ACME I, where we rotated

the polarization of the lasers to match the birefringence axis. As the combined system of optics, one

vacuum window, and one field plate can be modeled as a single optic with one birefringence axis,

so long as the window birefringence gradients in the window are not significantly smaller than the

other components, the window can be rotated to effectively minimize the birefringence gradients.

We had originally planned to develop a vacuum window with a rotating seal that could be operated

while under pressure. Commercial solutions for this exist, but no commercial options use only non-

magnetic materials, so we could not use them in our experiment while maintaining our magnetic

field targets. Instead we designed our own low profile rotary vacuum window based largely on the

system described in [134], however the full development of this would have required more time

than we had available. Instead we intend to rotate the vacuum window only while the chamber is

vented, based on measurements with our polarimeter.

For the refinement and readout windows, we intend to use windows with a 15.8 cm diameter

glass blank that is 12.7mm thick (1/2 in), as this is the largest circular size that can be cut from

the available glass blanks. The decision to make these windows as large as possible was based on the
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size of the holes we placed in the magnetic shields, which were based on our intended laser beam

height at the time, which was chosen to be 14.5 cm along ŷ (full width). While we now believe that

our lasers will not need to be as tall as this, windows this large allow us to take full advantage of the

fixed hole size in the magnetic shields. The thickness of the glass was chosen out of concern for the

strength of the glass as a vacuum window, and we added additional supports from o-ring cord stock

that run vertically along ŷ on either side of the small aperture of the window, which has dimen-

sions of≈ 1.5 × 5.3 in, which can be seen in figure 4.15. These supports were designed to use the

same o-ring groove design as the actual sealing o-ring and to be under similar compression as that

o-ring. The STIRAP entrance window16, as well as the window on the top of the chamber in the

readout region, are designed in a similar way, with a smaller 5 in diameter. This smaller diameter

was chosen to be the same as the auxiliary windows on the chamber, as our optical access for STI-

RAP is already limited to< 6 cm by the separation of the field plates and their guard rings. Tests

performed under vacuum with a polarimeter at Okayama University have demonstrated that for

the large glass blanks used in the refinement and readout region have birefringence gradients at or

below the∼ 0.006%/mm level. The design and testing of these windows was a collaborative effort

between myself, TakahikoMasuda, Ayami Hiramoto, and Peiran Hu.

Field Plates

As the SF57HTultra is not available in large enough sizes for our field plates we initially investigated

alternative options for constructing our field plates. I include these here as the records of what did

not work are often as useful as what did work. We considered finding a company to remelt the glass

16In the design of the vacuum chamber we assumed that the STIRAP entrance window would be on top
of the chamber as in ACME II, but it may be simpler in ACME III to have the entrance window on the bot-
tom for ACME III as we do not have an equivalent to the laser lounge at Northwestern. If this is chosen, the
window will not have the same supports, but these are less necessary for the smaller window diameter with
the same thickness.
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(a) Front view of the window aperture and support grooves.
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(b) Cross section view of the supported window design.

Figure 4.15: Large Supported Window. Front view and cross section of the supported window design. The grooves
parallel to the aperture house o‐ring cord stock with the same diameter as the sealing o‐ring.
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to create a larger piece with the dimensions we wanted, but few companies work with this type of

leaded glass and there was no way to ensure that the glass would still have the properties we desire, as

they are dependent on the specific annealing process used [135]. We next considered using multiple

rectangular panels along x̂ both in configurations where they were epoxied together or mounted in-

dependently. In both cases our largest concern was with our ability to maintain field homogeneity.

We also considered circular insets of SF57HTUltra in a larger blank of soda-lime glass, however this

still had issues related to the epoxy at the joint, which was difficult to make sufficiently flat to main-

tain field homogeneity. We also had concerns that were not fully addressed with regards to how well

we could coat epoxies with ITO at the same time as the glass. At various times these investigations

were led by myself, Daniel Ang, and Peiran Hu.

Eventually we found that our best option for ACME III was to still use Corning 7980 as in

ACME II. To understand this choice we must make a distinction between the two causes of stress

that are significant in our system (as thermal stress is not a concern anymore), which are residual

stress in the glass and stress from clamping the glass. The residual stress in the glass is a function of

the volume of the glass, and the annealing process used to manufacture the glass. As such we have

very little control of this stress, and have found that in similar sized pieces of Corning 7980 and

SF57HTUltra, the birefringence gradients are similar when the glass is only resting under gravity.

This indicates that there must be far more residual stress in the SF57HTUltra than the Corning

7980. Measurements with the polarimeter found that in this configuration the Corning 7980 had

birefringence gradients from residual stress at the 0.015 %/mm level, which is close enough to our

design goal to work. By contrast the clamping stress is a function of our own designs so we inves-

tigated ways to minimize this. We found that almost all of the clamping stress was caused by force

components that were tangential to the surface of the glass due to the way the guard rings held the

glass in place for ACME II. By sandwiching spheres between the clamps and the glass, there can be

no tangential forces applied to the glass, and so this stress is minimized. In tests with soda-lime glass,
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the stress-induced birefringence gradients were reduced by an order of magnitude when using this

clamping method. From this work, which has been led by Peiran Hu, we expect using this clamping

method with Corning 7980 to be sufficient for ACME III.

OptionsWeDidNot Implement

We also considered two significant changes to our experimental method that could be used to sup-

press these effects, both of which may still be useful in future upgrades to the experiment. The first

of these changes was to change the STIRAP transitions we used so that we could send the lasers

horizontally through the molecular beam along ẑ. The primary constraint that prevented us from

doing this withX − C −H STIRAP is that the Stokes laser at 1090 nm is not fully saturated even

with 10Wof laser power [86]. We were not comfortable putting that much laser power through

our ITO coatings, in addition to concerns about the heating effects this would have on our Enr

systematic. With an intermediate state that required less laser power, we could send the lasers in

through the field plates without this concern, which would allow us to align the polarization of

the lasers with the birefringence axis of the system. Additionally, in ACME II the STIRAP optics

were∼ 1.5m from the molecular beam due to constraints associated with the location of the laser

lounge. This distance limited the quality of the beam shaping, and the beams were more sensitive

to vibrations in the system. By using horizontal STIRAP we could place the optics right at the mag-

netic shields, reducing this distance.

We first considered theL orU state as the intermediate state, based on its large transition dipole

moments [89], but eventually moved to considering theA state which had been used in ACME

I. In particular the UV light required for theX − L andX − U transitions was a concern as we

were concerned it could change the patch potentials in the ITO coating. By contrast theA state

uses only IR and NIR transitions, and theX − A transition has been well studied in the past [93].

We spent a significant amount of time searching for laser systems that we could use to generate the
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estimated∼ 1 − 2W at 1892 nmwe would need to saturate theA − H transition. Eventually we

were able to find fiber lasers available at this wavelength from AdValue Photonics and Precilasers.

However, before implementing this system we would still need to perform tests to determine how

much laser power was needed at 943 nm. Due to the varying cost depending on howmuch 943 nm

power we need, we were reluctant to proceed further with this. Our method for estimating the laser

power required forX − A−H STIRAP can be found in appendix A. Additional questions about

the effect of the absorption of 1892 nm light in the ITO coating could not be answered without

experimental testing.

The second option we considered was reintroducing the G̃ switch from ACME I [6, 7], that

rotates the initial prepared state and the readout polarization basis by π/2 to suppress effects related

to polarization gradients. Due to the constraints of theX − C − H STIRAP this would require

either replacing this STIRAP with horizontal STIRAP, or introducing a second step of horizontal

STIRAP after theX −C −H STIRAP.While we believe this would be an effective method, at this

time we expect to have sufficient control of the Enr systematics for ACME III, and the development

of this STIRAP would require too much development at this time.

4.3 General Upgrades and Experiment Robustness

In addition to those upgrades which improve our statistical or systematic uncertainty, we have also

made a number of changes to the experiment that improve the robustness and long term stability of

our experiment. Many of these are related to the interaction region vacuum chamber, our magnetic

shields, and our magnetometry, as described in chapter 5. The remaining changes to our appara-

tus are largely related to our data acquisition system, our lasers, and related to our new lab space at

Northwestern University.

The first of these changes is the work done by Daniel Ang to upgrade our data acquisition system
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[123]. The most important change to this system is related to the rate at which we are able to save

data. In ACME II we averaged together every 25 shots from our molecular beam into a single trace,

and only saved this trace. We found that this averaging makes it difficult to investigate some proper-

ties of our data, which was the case for our excess noise from timing jitter. During the timing jitter

investigation we temporarily saved every shot instead, and were able to better understand what was

happening. For ACME III we now have the capability to always save every shot, or average shots to-

gether if desired. This required a significant overhaul of the entire system to allow for faster saving,

more data storage, and faster communication with our data storage and between our computers.

The second category of changes in our system is related to the stability of our lasers. As we de-

scribed earlier in section 4.1.2, we have now switched over to using lasers that are referenced to a

ULE cavity for our rotational cooling. With this change, in addition to new considerations for ref-

erencing lasers to our frequency comb, we no longer will have any lasers in our experiment that are

locked to transfer cavities. This extends the typical time that our lasers can stay locked from∼ 1 day

to∼ 1week, which is very important for our ability to operate continuously, while also improving

the linewidth associated with the lock. In addition to this, we have replaced the pump laser for our

Ti:Sapph laser in the hopes of reducing the amount of maintenance required to maintain both the

output power of the laser and our lock.

The remaining category of changes to the experiment are those related to our move to North-

western University and the differences between our new lab space and our space at Harvard Uni-

versity. The most consequential change here is that we need to develop new systems to block stray

light from the room from entering the experiment and being detected by our SiPMs. Our new lab

space is a shared space with other experiments, and so we do not have the ability to turn off all the

lights in the room as we did in ACME II, which meant we only needed a small amount of black

cloth over the detectors themselves. We have developed a system for blocking stray light access in

the SiPMs, the light pipes and their mating to the vacuum chamber, as described further in section
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5.3. This system has been demonstrated to have no difference with room lights on or off. However,

further development is still ongoing to blockt stray light from entering through the windows we

use for laser access. This system requires enclosing our laser tables, and coupling these enclosures

to the vacuum chamber in a light tight way. One significant benefit of our new lab space is that the

quiet laser lab is in an adjacent room to our main apparatus, rather than in a separate building as

was the case for ACME I and ACME II. We can now couple lasers to our experiment using on 30m

fibers instead of the 100m fibers used previously, which will significantly reduce the power loss

when transferring to the experiment. We have also purchased a new YAG laser for ablation, which

has a smaller footprint, and does not require a connection to building water, which fit better in our

available space at Northestern, as we have no full sized laser tables in the same room as the main ap-

paratus. Finally, we have also implemented two new commercial rack mounting systems17 which

will house seven diode lasers and two tapered amplifiers, to account for the limited space available to

us in our new laser lab.

17Toptica T-RACKs
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900 cc’s of raw, whining power

No outstanding warrants for my arrest

Hi diddle dee dee, goddamn

The pirate’s life for me

TheMountain Goats, Jenny

5
Extending the ACME III Interaction

Region

Since the conclusion of ACME II, a significant focus of our lab has been on developing a new

interaction region to increase our precession time as well as improve our magnetic field control for

ACME III. In this chapter we will first describe the recent measurement of theH state radiative
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lifetime that motivated this change to our precession time and the need to redesign our apparatus.

We will then discuss the design and testing of our newmagnetic shielding system, as well as our

newmagnetometry development. Finally, we will discuss the development of the interaction region

vacuum chamber and the associated systems.

5.1 ANewMeasurement of theH State Lifetime

After ACME II had been wrapped up, our group performed a pair of measurements of theH state

lifetime, which were led by Cristian Panda, using the ACME II apparatus and theQ state measure-

ment apparatus on Beam Box II. These preliminary measurements suggested the lifetime of theH

state was most likely∼ 4ms, and motivated us to develop a dedicated measurement apparatus on

Beam Box II starting in the spring of 2019. This work was led by both Daniel Ang and myself, and

was eventually reported in [70]. The general principle of this measurement, as was the case in the

preliminary measurement, relied on exciting molecules into theH state at a fixed excitation region,

then allowing the beam to travel to a detection region a known distance away, and measuring a flu-

orescence signal in this region. This fluorescence signal scales as e−t/τh , where t is the travel time

between the excitation and the detection. By performing this excitation in multiple regions, we can

fit the fluorescence results to extract the radiative lifetime τH . Notably this measurement took place

both before and after the 2020 COVID shutdowns of our labs, and so we collected two data sets

under slightly different conditions which we will describe.

5.1.1 Methods and Apparatus

For this measurement we used our test beam source Beam Box II, which had originally been used

to test the thermochemical source developed by Elizabeth Petrik West [102]. This was converted

into an ablation source in 2017 by Jonathan Haefner and myself, and later used for measurements
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Figure 5.1: H State Lifetime Measurement Schematic. Diagram showing the outline of the lifetime measurement.
Molecules are excited to theH state at one of the five excitation regions shown as E1‐E5, which are separated by
the distances shown. They are then excited to the I state by the probe laser and decay back toX emitting 512 nm
photons that we detect. The coordinate system used for this measurement is shown to the right of the figure. Figure
adapted from [70].

of theQ state by XingWu [87]. This beam source, which operates at 50Hz uses the same design as

the ACME II cell, and the beam flux and forward velocity were measured to be comparable to the

beam from Beam Box I, however this source has more cooling power from two pulse tubes rather

than the single pulse tube used on Beam Box I. We changed out the ablation target between the

two data sets, which notably changed the average forward velocity of the beam from 210m/s to

250m/s. We used this beam source instead of Beam Box I and the ACME II beamline for these

measurements because of the flexibility and space needed to create a new beamline vacuum chamber

that had optical access at multiple positions over a much larger distance than had been used for the

preliminary measurements. Additionally, we were able to build both this vacuum chamber and the

electric field plates used for this measurement as extensions to the existing beamline chamber and

field plates built for theQ state measurement [87]. The chamber was built from a combination of

ISO100 crosses, as well as two modular vacuum chambers from Ideal Vacuum Inc that provided a

large area window on the bottom surface for optical access that we used for detection. A schematic

view of the measurement apparatus can be seen in figure 5.1.

Once the ThOmolecules exit the buffer gas cell, they pass through a 690 nmX − C laser that
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we use to collect an absorption signal to determine the time the molecular beam passed this point.

This laser was a commercial Toptica DL Pro referenced to a ULE cavity as we have described previ-

ously in section 3.2.2. The molecules next pass through a pair of adjustable collimators made from

razor blades mounted to vacuum translation stages, approximately 48 cm after the cell exit. These

collimators, along with the aperture of the cell, are used to set the size of the molecular beam in our

experiment, as well as set the range of transverse velocities and thereby control the Doppler width

for our lasers. In an ideal measurement we would make our beam as small as possible to maximize

our ability to saturate the transitions we use, and reduce the possible effects of systematic errors re-

lated to imperfect saturation, but this comes at a significant cost to our signal level. Based on these

constraints, we typically operated with a 6mm horizontal aperture and a 3mm vertical aperture,

which corresponded to a measured 1σ Doppler width of 6 ± 1MHz for our 943 nm excitation

laser.

After the molecules pass through the collimators they enter the electric field region, which is de-

fined by a pair of aluminum electric field plates. The field plates, which are 1.32m long, consisted

of 6061 aluminum plates separated by 1.5 in. using PEEK spacers. These field plates were made up

of four segments along x̂ that were mechanically and electrically connected, which were assembled

separately in part because they were partially built to extend the two segments that already existed,

and to make their assembly in the chamber easier. For this experiment we maintain some of the con-

ventions of the ACME right handed coordinate system described in section 2.3 as we define+x̂ as

pointing along the direction the molecular beam propagates, and we define+ẑ as the typical applied

electric field direction, which here points vertically up, in contrast to the typical ACME coordi-

nates. This defined ŷ as pointing horizontally, perpendicular to the beamline, and all of our lasers

propagated along±ŷ, which determined the geometry of the field plates. The field plates had two

viewports on the bottom plate, located 42 cm and 129 cm from the start of the field plates, which
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were 1 in. square ITO coated windows with Thorlabs B AR coating1. These viewports were epoxied

into the field plates to be flush with the inner surface2 using a conductive silver epoxy, and we veri-

fied the electrical connection between the glass and the aluminum. The viewport closer to the beam

source was used occasionally for detection as a systematic check, while the farther viewport was used

as the primary detection location. The electric field plates were typically charged to 38V/cm using a

Thorlabs 3-channel Piezo driver3, which was sufficient to fully polarize theH, J = 1 state.

Once in the electric field region, the molecules travel freely until they arrive at one of five excita-

tion regions (labeled E1-E5) where a portion of the molecules are transferred to theH state using

the ACME I state preparation method. At one of the excitation regions the molecules pass through

a 943 nm laser that optically pumps the |X, J = 0⟩ → |A.J = 1⟩ transition. From the excitedA

state molecules spontaneously decay, with a branching ratio of∼ 0.35 to the |H, J = 1⟩ state as

we previously described in section 3.1.1. Of those molecules which decay intoH , 1/6 of the popu-

lation decays into each of the four |H, J = 1, Ñ = ±1,M = ±1⟩ states, and the remaining 1/3

decays to the |H, J = 1,M = 0−⟩. We use a single laser setup for all five excitation regions, which

is based on a Toptica DL Pro at 943 nm that is locked to a transfer cavity referenced to our iodine

clock using the same technique as the ACME II roational cooling lasers described in section 3.2.2.

This resulted in a typical linewidth of∼ 2MHz for this laser. This laser was then coupled into a

commercial tapered amplifier before going to our switching mechanism. The switching mechanism

consisted of a series of AOMS that shared the same zeroth order beam, such that by turning on one

AOM at a time we could send light from the first order beam of that AOM through a fiber to ex-

actly one of the excitation regions and none of the others. With this system we had a laser power of

65± 7mW, which we then quadruple-passed through the molecular beam with a pair of offset right

1These were discontinued just as we built this system.
2The windows were thicker than the aluminum stock used for the field plates.
3Thorlabs MDT693B, with a max output of 150V.
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Excitation Region Distance from Detection Region Li (cm)

E1 18.0± 1.0
E2 43.5± 1.0
E3 65.0± 1.0
E4 87.0± 1.0
E5 121.5± 1.0

Table 5.1: Lifetime Measurement Excitation Region Positions. Table showing the positions of the lifetime measurement
excitation regions relative to the detection region.

angle prisms. This increased the effective power to∼ 230mW in order to improve our saturation of

theX − A transition. We used an independent optical setup at each excitation region to align the

lasers, expand the beams to a 1/e2 height of∼ 1 cm, and quadruple-pass the beams. We measured

the height of the molecular beam in these regions using razor blades clipping the excitation laser and

determined that it was≤ 0.8 cm. The excitation regions were spaced out by the distances shown in

table 5.1

After passing through the excitation region, the molecules travel a distanceLi, where i ∈

{1, 2, 3, 4, 5} refers to which excitation region laser they passed through, before arriving at the de-

tection region. Over this distance the molecules in theH state undergo radiative decay back toX ,

leaving a population in theH state of

Pi = P0ηie
−ti/τH = P0ηie

−Li/(τHv), (5.1)

where P0 is the initial population excited with efficiency ηi at excitation region Ei, ti is the time of

flight from the excitation region, which is set by the forward velocity v of the molecular beam.

In the detection region we use a fixed 703 nm probe laser that is linearly polarized along x̂ to ex-

cite the |H, J = 1, Ñ = +1⟩ → |I, J = 1,M = 0+⟩ transition. We used the same Ti:Sapph laser

locked to a stable ECDL for this detection as was used for the refinement and readout laser used in
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ACME II, which was described in section 3.2.4. During this measurement the readout laser had a

typical operating power of 160mWduring the collection of the first data set, and 240mW4 dur-

ing the collection of the second data set. After excitation the molecules spontaneously decay back

to the ground state, emitting 512 nm photons which we focus onto a PMT placed directly under

the viewport in the detection region. We should note here that this measurement had a much lower

signal to noise ratio than ACME II, most importantly because we were effectively using the ACME

I optical pumping state preparation method rather than STIRAP, in addition to an overall lower

collection efficiency due to the limitations of our collection optics geometry. By using a shared de-

tection region we are less sensitive to a number of possible systematic effects, especially those related

to saturation that we saw with the excitation regions. We then average this data over 64 shots in the

first data set, and 32 shots in the second data set. We also use the average arrival time in the detec-

tion region along with the average arrival time in theX − C absorption laser just outside the cell to

compute v for each trace as the two positions are separated by a known distance of 178± 1 cm.

From the collected data we subtract off the background signal, which is averaged over the start

and end of the trace, and integrate the non-background signal to compute the fluorescence intensity

Ii. We use the fluorescence intensity from the highest signal excitation region, E1, to normalize the

measurements from each of the four other excitation regions. This allows us to remove any effects

caused by the decay of the signal associated with each ablation spot over a period of a few minutes,

as well as any commonmode population effects, as we effectively assume that η1 = ηi for all exci-

tation regions. In order to do this normalization we switch betweenE1 and one of the other exci-

tation regions every 7 − 9 s, and use the data from these two states to compute the ratio Ii/I1. We

4Our power here was limited by our ability to couple the laser into a single mode fiber, as the Ti:Sapph
spatial mode degraded after the end of the ACME II measurement. Part of the change between the two data
sets was that we had the laser serviced, which improved the spatial mode.
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Figure 5.2: H State Lifetime Measurement Fluorescence Intensity Ratios vs Transit Time. Semilog plot of the fluo‐
rescence intensity ratios vs the transit time shown for E2‐E5. The two data sets, which had different average beam
velocities are shown in orange for the earlier data set, and blue for the later data set. The fit using equation 5.2 is shown
with the black line. Figure adapted from [70].

then fit these ratios to
Ii
I1

= exp

(
L1 − Li

vτH

)
. (5.2)

From this we can extract the measured value of the radiative lifetime τH . The two data sets and

their fit using this equation can be seen in figure 5.2. The result of this did not change when we per-

formed a number of other analysis methods, which included analyzing the two data sets separately,

analyzing the data while excluding any one of the excitation regions, and using the alternative fit

functionAe(L1−Li)/vτH , which allows for different initial populations in the excitation regions.
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5.1.2 Systematic Uncertainties

In order to search for systematic errors in our experiment, we varied a large number of experimen-

tal parameters, and determined their contributions to our error bar as shown in table 5.2. As the

majority of these parameter variations did not show any significant effect, we include only the four

error sources from saturation effects in the excitation lasers, background uncertainty, the position of

the excitation regions, and uncertainty from our velocity determination. The parameter variations

which were not included in our error bar include changing the size of the adjustable collimators,

shifting the center of the collimator aperture, varying the applied electric field, exciting different

sub-levels ofH , and saturation related effects in the readout laser.

Source of Uncertainty Uncertainty (ms)
Excitation laser saturation 0.4
Background uncertainty 0.2
Excitation laser position 0.04
Velocity determination 0.05
Total systematic uncertainty 0.5
Statistical uncertainty from fitting 0.02
Total uncertainty 0.5

Table 5.2: Lifetime Measurement Combined Error Budget. Systematic and statistical error budget for the measurement
of τH . Uncertainties are shown in units of ms.

The largest contribution to our error budget comes from errors relates to imperfect saturation

of the excitation laser in different excitation regions. This is a particular concern in our apparatus as

we have separate optical setups including beam shaping, alignment, and quadruple-passing optics

for each individual excitation point. Additionally, the molecular beam is diverging, and so the size

of the molecular beam varies between excitation regions. Finally, the dispersion of the beam forward

velocity changes the shape of the pulse between each excitation region. Ultimately, this can result in

variation between the excitation efficiencies ηi for each excitation region despite our assumption in

equation 5.2 that ηi = η1 for all excitation regions. For future measurements the most promising
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upgrade path we considered would be to use a single optical setup which could be moved from one

excitation to another mechanically so that saturation would be more uniform between excitation

regions.

In order to study this effect we varied the collimator size, measured the size of the molecular

beam, performed Doppler scans at each excitation region, and performed power scans at each re-

gion. The Doppler scans in particular showed that we were sensitive to the angle between the ex-

citation lasers and the molecular beam as we could observe a double peak in the Doppler scan by

misaligning the laser slightly. We additionally, used razor blade cuts in the excitation laser to ensure

that the lasers were correctly aligned vertically relative to the molecular beam. From the power scans

at each excitation region we were able to fit the fluorescence intensity as a function of laser power P

in the form

Ii = Ii,max

(
1− e−P/PS

)
(5.3)

where PS is the saturation laser power and Ii,max is the expected maximum signal. From this we

computed the excitation efficiency for each region as ηi = Ii/Ii,max assuming the typical laser power

used in the measurement and we found that the excitation efficiencies varied by up to 7 %. Based on

a simulation performed by Daniel Ang alongside this analysis, we found that excitation efficiencies

with this level of variance could result in variation of the measured value with a standard deviance of

0.4ms, which we assigned as the uncertainty for these effects.

The second largest contribution to our error budget came from uncertainty in the background

level of our signal. A non-zero background could in theory be caused by the population of some

unknownmetastable reservoir state, possibly a higher vibrational state, that is populated during

the ablation process, which then decays into theH state over time. This has been theorized as a

potential systematic effect in previous lifetime measurements [92]. Such a decay would result in a

constant offset in fluorescence intensities that is independent of excitation region, and could be seen
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as a molecular pulse signal when the excitation lasers were turned off. In practice we did not directly

observe any such signal during data taking, possibly limited by our signal to noise level. We placed a

bound on this effect by considering data that was taken while detuning the excitation laser far from

resonance, showing that this background effect was less than 3% of I1, which is equivalent to a

0.2ms uncertainty in the lifetime.

The third contribution to our error bar, which is quite small comes from our uncertainty in the

position of each of the excitation regions. This uncertainty in the positions is limited by the fact

that we quadruple-pass each excitation laser to improve saturation, which substantially increases the

effective size of the regions. This distance is then used to extract the lifetime τH as shown in equa-

tion 5.2. Notably, this has a much larger effect on the data taken from excitation regions that are

closer to the detection region, as the fractional uncertainty in the distance is larger, however the data

from the closer regions is also weighted less than the farthest excitation regions in the overall fit of

the lifetime. The result of this is only a small error component of 0.04ms that does not significantly

change our result.

The fourth and final contribution to our error bar comes from the uncertainty in the measure-

ment of the transit time between the absorption laser and the detection region which we use to mea-

sure the forward velocity of the molecular beam v. This effect is shown in figure 5.3. This uncer-

tainty is caused by the dispersion in v that causes the molecular beam pulse to spread out in time be-

tween the two locations from∼ 0.5ms long in the absorption laser (shown in blue) to∼ 2ms long

in the detection region (shown in orange). When computing the arrival times for these pulses we

found that there was typically a 0.1ms difference between the results when computing the arrival

time by considering the mean arrival time (solid lines) vs the arrival time of the peaks of the pulses

(dashed lines). We ultimately calculated the arrival time from the mean arrival time, but found that

this discrepancy could result in an uncertainty of 0.05ms in the measured lifetime.

We combined these errors using standard uncorrelated error propagation alongside the 0.02ms
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Figure 5.3: H State Lifetime Measurement Pulse Shapes and Arrival Times. Figure showing averaged pulse shapes for
the absorption laser (blue, left) and the fluorescence detection (orange, right). The arrival times for based on the peaks
of the pulses are shown with dashed lines, while the arrival times based on the average of the pulse are shown with
solid lines. The two different methods differ by 0.1 ms. The absorption trace has been scaled for comparison. Figure
adapted from [70].

statistical uncertainty extracted from the fitted data. This resulted in a measurement with 1σ uncer-

tainty of

τH = 4.2± 0.5ms. (5.4)

5.2 Magnetic Shielding andMagnetometry

We took the requirement for new, larger magnetic shields to enclose a longer precession length as

an opportunity to completely redesign our magnetic shields. As we described in section 3.3.1, we

discovered during ACME II that the magnetic field inside our interaction region had increased over

time to the∼ 100− 200 µG level, which we believed was primarily caused by the remanent magne-

tization of the innermost shielding layer despite our best efforts to remove this field with degaussing.

With this concern in mind, alongside our expectations for our conservative ambient magnetic field

requirements of≤ 1 µG (with≤ 10 µG likely to be acceptable), and our goal that all magnetic field

gradients be< 1 µG/cm, we set out to design, construct, and characterize a new three-layer mag-
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netic shield system. This process, as well as the development of magnetometry methods to study this

system, and the development of degaussing systems have been a multiyear project which at various

stages has been led by different members or our research group, including myself.

5.2.1 Shielding Theory

In order to achieve our ambient field goals in the interaction region we rely on passive magnetic

shielding. While electric fields can be easily screened out and high enough frequency ac fields are

shielded by the skin effect, low frequency and static magnetic fields require specialized materials

and careful design. Static magnetic shielding in the style we use in the ACME experiment relies

upon enclosing an area with multiple layers of a metal alloy5 that has an extremely high permeabil-

ity. For ACME II we used Amuneal [108], while for ACME III we are using Co-NETIC AA [136]

provided byMagnetic Shield Corp6, both of which are Nickel alloys. It should be noted that the

permeability of these alloys is dependent both on the magnetization history of the material, and

the strain that the material has experienced, as strains are well known to lower the permeability of

the material [137].The high permeability of the µ-metal effectively draws magnetic flux into the

metal, where the flux is guided tangentially around the shielded volume with little leakage, before

exiting the µ-metal on the other side of the shielded volume. In a perfectly enclosed region, the in-

terior field would be governed entirely by leakage, however any realistic system will have gaps and

intentional access holes that also provide a pathway for magnetic flux. This behavior can be seen

as a consequence of Gauss’ law and Ampère’s law, which require that the normal components of

B⃗ and the tangential components of H⃗ at the surfaces be continuous [137, 138, 139]. In practice,

this can cause the magnetic field lines to change direction sharply at the boundary, entering from

5Typically referred to as µ-metal regardless of trade names.
6This was chosen at least in part due to the proximity of Magnetic Shield Corp to Northwestern Univer-

sity as we consulted with them in the early stages of our design.
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the air nearly perpendicular to the surface, and flowing tangentially inside the thin metal. Perhaps

more intuitively, this can also be viewed as analogous to an electrical circuit, where the high perme-

ability metal has a very low magnetic reluctance, which is analogous to resistance, and magnetic flux

is analogous to electrical current [140]. This concentration of flux inside a small volume of metal

can result in saturation, which reduces the shielding of the system, however, for the scale of external

field and the scale of our shielded volume we do not expect even our outermost shields to be near

saturation.

We can characterize a shielding system by defining the shielding factor as

S =
|Bo|
|Bi|

(5.5)

where Bo is the magnetic field which would exist in the absence of the magnetic shields, which we

typically estimate from the external field, and Bi is the field inside the shielded region. In general,

this shielding factor is a function of the frequency of the magnetic field, and depends on the ge-

ometry of the shielding, as well as the angle between the incident magnetic field and the shields if

they are not symmetric. We neglect the frequency here, as we are primarily concerned with dc fields

and quasi-dc changes to the external field7. However, the shielding factor for dc fields and quasi-dc

fields will still differ, as the shielding factor depends on the permeability of the metal, which itself is

a function of the applied field and our degaussing procedures [137].

Analytic solutions to the shielding factor exist for spherical shields, infinite cylinders, and infinite

planar shields, and approximate solutions with analytical forms have been found for cylindrical

shields with end caps [137, 138], but more general configurations require numerical estimation. For

more general closed shapes with wall thickness t and a characteristic size for the enclosed volumeD

7We are primarily concerned with these as our lab at NU houses a “fast solenoid” a few meters away which
can ramp between−6 ↔ 6T over the course of roughly half an hour to an hour.
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we can estimate the shielding as

S ∼ η
µt

D
(5.6)

where µ is the relative permeability of the shield material and η is a geometric scaling factor.

To understand the interaction of multiple shield layers, as is typically the case, we can consider

the specific case of two infinite cylindrical shields [137, 140]. For two thin, high permeability, con-

centric cylindrical shields with cross sectional areasA1 andA2, and transverse shielding factors ST
1

and ST
2 , we can write the shielding factor as

ST ≈ 1 + ST
1 + ST

2 + ST
1 S

T
1

(
1− A1

A2

)
. (5.7)

This formula can be extended generally to n shields, and a similar formula exists for the axial shield-

ing of the cylinders. Two key takeaways from this formula are that the individual shielding factors

do not simply add linearly, and in the limit ofA1 → A2, which would be the equivalent of mak-

ing a single shield layer twice as thick, the total shielding factor is smallest. From this it is clear that

multiple well spaced shields provide greater shielding than a single thick shield.

5.2.2 Shield Design Criteria

When we set out to initially design our magnetic shield system we based our work on the following

criteria, which are listed roughly in order of priority.

• We wanted to ensure that the ambient field within the interaction region volume, spanning

100 cm and a diameter of roughly∼ 5 cm, was below at worst 10 µG, and ideally below

1 µG. We additionally required that all gradients be below 1 µG/cm. These technical lim-

itations were chosen for the reasons discussed in section 4.2.1 related to our magnetic field

noise and magnetic field gradient systematics from ACME II. As the ambient field inside
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our lab is typically on the order of∼ 1G or lower, this set our target shielding factor on the

order of∼ 105 − 106.

• We wanted a system that would put the µ-metal under as little stress as possible, both during

the assembly and disassembly of the system and in the assembled configuration. This was a

lesson we learned from the ACME I and II shields, which were stressed both during assembly

and in their normal configuration. This is crucial as any stress can lower the permeability of

the material, and we believe this contributed to the increased ambient field we observed in

ACME II. The previous shields consisted of five layers, where each layer was made up of two

half cylinders and two fixed end caps as shown in figure 3.2. The only supported portion of

the shields were the end caps, which the half cylinders were bolted to in addition to bolting

to each other at their seams, which put the center of the cylinder under stress. Additionally,

during the assembly and disassembly, the half cylinders were flexible enough that they could

bend easily, even with their plastic support ribs to help maintain their shape, and in order to

bolt them together they had to be flexed slightly away from their equilibrium shape, leaving

them under stress. Finally, to hold the half cylinders in place while tightening them we relied

upon a pair of turnbuckle straps, which applied localized stress during this process.

• We wanted a system that could be conveniently annealed again if we saw an increase in the

ambient internal field over time which we could not remove with degaussing. The annealing

process requires a hydrogen furnace, and while we initially considered designs that would

allow us to use the hydrogen furnace in the lab at Northwestern, we ultimately decided to de-

sign based on the dimensions that can be annealed in a commercial furnace located nearby8

This also required that we design shields that can be reasonably packed in a way where they

will not be stressed. This constraint and the previous constraint were our primary motiva-

8Exotic Metal Treating in Indianapolis, IN.
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tions for designing a rectangular prism shield system rather than another cylindrical system.

• We wanted a system that would use only the amount of µ-metal we actually needed to

achieve our technical goals. As µ-metal is both expensive and dense, this goal worked to re-

duce unnecessary costs and reduce the total mass of our system, which helps both lower the

constraints on the support structures for our shields and to make the shields easier to ma-

nipulate. Notably, while investigating our increased ambient internal field during ACME

II, we confirmed that there was no significant change associated with removing the outer-

most two layers of shields, indicating that we could hopefully use only a three layer system

for ACME III. Additionally, in line with using less µ-metal, due to the limited lab space at

Northwestern we wanted to ensure that the shields did not occupy a larger footprint than

was necessary.

• We wanted to ensure that any µ-metal panels were joined in such a way that at every joint

there was at least 3 cm of overlap, and that all seams were covered in such a way that no linear

seams remained and the only gaps were small points. The effects of these overlaps have been

well studied, as most large shield systems are made up of multiple pieces of either flat or cylin-

drical sheet metal that must be joined [141, 142, 143, 144]. We considered multiple methods

for this, including using µ-metal foils to cover gaps, but ultimately decided to use bolts with

cover panels, and bent edge pieces. We left the corners of the shields open as our prototyping

found corner pieces had minimal effects as the holes without them were smaller than many

of the other access holes in our shields, and the open corners made attaching degaussing coils

more convenient. Additionally, we spaced out the bolts attaching the shields by no more

than 10 in. and often 6 in. in order to keep the cover plates and edge covers as flush and well

mated with the other plates as possible.

• We wanted a system that could be conveniently disassembled and reassembled safely and
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quickly. More time and work required to assemble or disassemble the shields increases the

barrier to making changes to any of the shields or the apparatus housed inside of them. This

required that any parts requiring a crane be able to be lifted by the crane built above the in-

teraction region, both in terms of weight and vertical clearance as we do not have high bay

space like we did for ACME I and II. It also required that any parts that must be moved by

hand be sufficiently light that they can be safely carried by ideally one or two people.

• We wanted to ensure that there was space built into the frame and µ-metal pieces so that

we could easily run magnetic field coils for use in degaussing the system. In the rectangular

geometry we chose this meant being able to have coils loop around every edge of the shield as

well as two locations for loops in each direction around every face of the rectangular prism.

This constraint was based in part on existing techniques for demagnetizing magnetically

shielded rooms with similar geometry to ours [145, 144, 146].

• We wanted to ensure that we had sufficient access to the inside of the shields, which required

us to place holes in the magnetic shield layers. These holes needed to be as small as possible as

they serve as a way for external fields to leak into the shielded region, while still allowing suf-

ficient access. The sizing of the largest holes was an iterative process between designing and

simulating the effects of the holes. The list of holes we designed for included the following

which are roughly ordered by size:

– Holes for the refinement and readout lasers on the North and South sides of the

shields.9 These four holes are the largest holes in our shields, and are rectangular with

a height of 14.5 cm to allow us to expand our readout and refinement lasers vertically

9Up until now we have not needed to define the coordinate system of ACME III, which with respect to
the apparatus is the same as ACME II as described in section 2.3. However as we are in a new lab space for
ACME III, the coordinates are no longer the same with respect to the cardinal directions. +x̂ now points
East, and+ẑ now points North.
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to fully engulf the molecular beam. While we can clip the lasers closer to the molecular

beam size, we initially planned not to do this based on observations during STIRAP

development where clipping the beam caused Airy patterns to appear in the laser in-

tensity profile [69]. This height was chosen based on early estimates of the molecu-

lar beam size after the electrostatic lens, but we now know that the beam size will be

smaller than we initially thought.

– Holes on the upstream and downstream faces of the shields to allow ISO100 nipples

for the beamline to enter and exit the shielded region. These are the second larges sets

of holes, with a diameter of 10.8 cm. We later decided to use custom ISO100 nipples

with a smaller diameter pipe to increase the clearance with these holes.

– Circular holes for the STIRAP windows on the top and bottom of the chamber near

the readout region, as well as the 14 equally sized 3 in. diameter auxiliary windows on

the chamber that provide optical access to the beamline if needed.

– Holes to allow the light pipes to connect the collection optics to the SiPMs just out-

side the shields. As we will discuss in section 5.3.4, we chose to use eight straight light

pipes that each exit the chamber at a 45◦ angle. These holes are slots because of the

angle the cylindrical light pipes pass through them10.

– Holes on the bottoms of the shields for the six support posts that the each of the shield

layer frames rest on(for 1 in. diameter posts), as well as the six support posts for the

magnetic field coil frame and the six support posts for the interaction region vacuum

chamber (2 in. diameter posts).

– Pairs of holes near the readout and refinement windows as well as the STIRAP win-

10An oval is less complicated to machine and design than the actual elliptical projection of the cylinder
onto the plane of the shield.
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dow and the window above the readout window. These were designed to be used for

inserting a tool to rotate our planned rotary windows and to readout the angular po-

sition of these windows. However, we currently do not plan to use an in situ rotary

window so at this time these holes no longer have any function.

– Holes to insert magnetometers into the magnetometer pockets in the interaction re-

gion from the top surface and the North and South surfaces of the shields, as well as

additional holes that would allow us to insert magnetometers between the shield lay-

ers.

– Holes in the corners and in the edge covers that allow us to wind degaussing coils

around the faces of the shields.

– Holes in the µ-metal so that we could attach the plates to the frames with 5/16”−18

bolts.

– Small holes that can be used to secure degaussing coils on the faces of the shields, these

are the smallest holes in the shields with a diameter of 0.2 in..

• We wanted to specifically ensure that the bolts used to attach our µ-metal would not be a

source of stress on the metal. In ACME II, the bolts were tapped into stainless steel parts

welded into the µ-metal [147], which we did not want to replicate. Instead we ensured that

the bolts all attached directly to the support frames, and we deliberately oversized the holes in

the µ-metal so that the only contact with the µ-metal should be the flat aluminum surface of

the frame and the washers on the bolts. After our initial test assembly, we determined that we

needed to expand this clearance on the bolt holes, so almost all of these holes were expanded

by hand at the same time as we added more bolt holes. One consequence of this hand drilling

is that the position of many of the holes is not as well toleranced as the positions of the holes

cut with the waterjet, and so care must be taken when assembling the shields to ensure that
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the plates are positioned to minimize contact with the bolts.

• We wanted to minimize the distance between the exit of the electrostatic lens and the re-

finement laser, which was a paired design constraint with the interaction region vacuum

chamber.

• We tried to maintain as much symmetry as possible in the design, both to limit the number

of unique parts required, reduce possible gradients caused by asymmetries of the shields, and

to eliminate as much future confusion as possible. We ultimately introduced two sources of

asymmetry in our design, the first of which is related to the set of holes originally intended

for turning the rotary windows. These holes break the reflection symmetry about the x̂ − ẑ

plane on the North and South faces, as well as the reflection symmetry about the x̂− ŷ plane

on the top surface of the shields. The more significant asymmetry is that the center of the

precession region is not centered in the shields along x̂, and is∼ 15 cm closer to the up-

stream (West) surface of the outer layer than the downstream surface of the outer layer. This

asymmetry was the result of two factors, the first of which was our desire to minimize the

distance between the refinement laser and the lens, and the second of which was our decision

to use straight light pipes. We needed to add length to the shields on the downstream end to

prevent a conflict with the shield support frames and the light pipes, but we did not want to

add this additional length on the upstream side of the shields.

5.2.3 The ACME III Magnetic Shields

The ACME III magnetic shields consist of three nested layers of rectangular prisms constructed out

of high permeability Co-NETIC AA [136] sheets which are 1.6mm thick, as shown in figure 5.4.

This configuration was chosen for the ability to be constructed from flat sheet metal that can be

mounted with minimal stress, and is similar to the work which has been demonstrated with magnet-
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Figure 5.4: The ACME III Magnetic Shields. Vertical cross section of the ACME III magnetic shields. The shields are
made from three nested rectangular prisms. Different types of µ‐metal components are shown in false color to distin‐
guish them.

ically shielded rooms [144, 146, 145]. Additionally, these flat sheet metal panels can be annealed in a

commercial hydrogen furnace without the need for jigs to maintain curvature or control stress, and

can easily be flat-packed for safe transport to and from the annealing facility. The plates were cut on

a commercial waterjet, and the covers we use on the edges of the prisms were then bent to 90◦.

The outermost layer has dimensions 2.26 × 1.57 × 1.57m, with the long axis aligned with the

molecular beam along x̂. The innermost layer has dimensions 1.86 × 1.17 × 1.17m, with a spac-

ing of≈ 10 cm between each layer. As can be seen in figure 5.5, each face of every layer consists of

two large flat plates, which are mounted next to each other, while the seam between them is covered

by one patch plate (two cover plates on the upstream and downstream surfaces due to the beamline

nipples). Each edge of the prism is then covered by a single edge cover, which overlaps with the adja-

cent flat plates by roughly∼ 3 − 6 cm depending on the layer. Similar to the ACME II shields, the

majority of the critical holes in the shields are placed in the slightly smaller patch plates, which are
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Figure 5.5: ACME III Magnetic Shield Panels. Face view showing the North side of the magnetic shields. The side plates
(beige) are first mounted to the frame, then the seam between the two plates is covered by the patch plate (green). Each
of the edges is covered by a 90◦ bend edge cover.

easier to machine and anneal again if changes are necessary.

The µ-metal plates for each layer are mounted onto an aluminum frame, which is made up of an

upper “U”-shaped frame and a flat base frame as shown in figure 5.6. The upper frame is made up

of 60 series Minitec T-slotted aluminum extruded profiles (60mm on a side), with solid aluminum

runners at the bottom edge of the frame. We chose this particular extruded profile based on the

availability of an “L”-shaped profile, which allows us most of the rigidity of a 60mmmember, while

letting us use the 30mm × 30mm negative space on one corner of the profile to create a pathway

for our degaussing cables around every edge of the frame. The base frame is instead made up of solid

aluminum bars in order to provide more rigidity to the frame, as this frame then rests on six 1 in.

aluminum support posts that attach to the ACME table. Each of the frames for the three layers are

mechanically independent of each other, except in that they are each separately mounted on the

ACME table.
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(a) The upper frame of the inner layer magnetic shield
mounted to the ACME table.

(b) The upper frame of the inner layer magnetic shield
separated from the base of the shield layers as designed to
be removed with the crane.

Figure 5.6: Magnetic Shield frames. Diagrams showing how the upper frame of the magnetic shields is mounted on top
of the base frame, and can be removed to access the shielded region.

We chose this split frame for each layer to simplify the process of accessing the shielded region, as

there must be a split in the shields somehow so that we can access the shielded region to install or ac-

cess the interaction region chamber, whose beam pipes extend out through the shields. This design

allows us to keep the three base frames permanently installed on the ACME table, then our crane

can lift off the upper “U”-shaped frame while requiring us to only remove the minimum number

of µ-metal pieces from the shields. Our crane then allows us to move the upper frame to the space

in our lab downstream of the beam line, and mount the upper frame on specially designed wheel

blocks to be moved to storage. In the minimal version of this process it would only be necessary to

disconnect the the four bottom edge covers for each layer, and remove panels from the bottom of

the upstream and downstream surfaces, but the limits of our vertical clearance from our crane make

it necessary to remove all panels on the upstream face for each layer. Additionally, we can nest the

upper layers while they are on wheels, but this requires a tricky shuffling process as the outer layers
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must be removed first. We can attach our crane using an aluminum frame that connects directly to

the support frame for each layer, with no possible contact with the µ-metal.

We mount the µ-metal plates to the frame by sandwiching the sheet metal between the flat sur-

faces of the aluminum frame and a washer on the outside. In almost all locations we sandwich two

overlapping pieces of µ-metal in this way to create smooth, well-bonded mating joints. These joints

are held together by brass or titanium bolts11, which attach to long brass or titanium T-nuts in the

extruded frame or titanium threaded inserts in the solid bars of the base frame. We tighten all bolts

to a torque of 34 in. · lbs12 to prevent over-tightening that may cause unwanted stress. There are

small gaps in some locations due to the slight warping of some of the µ-metal after the annealing

process.

The design process we used to determine the dimensions of our shields, as well as the allowable

sizes of holes in the shields was a collaboration between Daniel Lascar and myself performing the

mechanical design work, and Siyuan Liu performing simulation work. These simulations were per-

formed in COMSOL, and were magnetostatic simulations with permeability data provided by the

manufacturer of the metal. These results found that with our hole configurations we had a shielding

factor of∼ 75000 − 125000 depending on the orientation of the external field. For a 1G external

field, this resulted in internal fields of≈ 8−14 µG, with the largest internal field for an external field

along x̂ as shown in figure 5.7.This met our goals as the actual field in our lab is both well below 1G

and the long axis of our shields is oriented along the East-West axis, so the Earth’s field primarily

aligns with directions for which we have better shielding.

The shield system was constructed over the course of roughly one year, which required a collec-

tive effort from all members of the ACME collaboration. The shields were annealed in the late fall

11Brass is used for the middle and outer layers, while titanium is used for the inner layer as it is less mag-
netic.

12This value was chosen somewhat arbitrarily as “just past finger-tight”, but has so far worked well for us.
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Interaction Region

Figure 5.7: Magnetic Shield Design Simulation Results. Simulated magnetic fields inside our three layer shields, assum‐
ing a 1 G external field. The three curved correspond to the orientation of the external field used in the simulation. The
results are shown along the line defined by y = z = 0 at the center of the molecular beam. The orange dashed lines
indicate the interaction region as delineated by the readout and refinement lasers, which are separated by 100 cm along
x̂. Figure created by Siyuan Liu.

of 2021, with the shields fully assembled for the first time in the summer of 2022. Since that time we

have been performing work to characterize our shields and our ability to degauss them. At the time

of this writing, we have a preliminary degaussing method, with which we have been able to achieve

fields along the beamline of≈ 5 − 10 µGwith the interaction region chamber installed, meeting

our design goal of< 10 µG. Additionally, all of the magnetic field gradients we have measured in

this low field configuration have been well below our requirement of< 1 µG/cm. However, this

work is still ongoing and we hope to develop methods to consistently achieve lower fields inside the

shielded region.
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The ACMETable

The three layers of magnetic shields, the magnetic field coils, and the interaction region chamber are

all mounted separately on a support structure that we call the ACME table. The table is constructed

out of four layers of stacked 3 in. × 3 in. square 8020 aluminum extrusions, which are arranged

so that the weight of the system (∼ 2400 kg for the fully assembled experiment) is transferred di-

rectly through the extruded profiles and not through any fasteners. We stack two layers of 0.5 in.

aluminum plates atop the 8020 frame that have tapped holes with threaded inserts for mounting

the support posts for the experiment components. These plates are split in half along ẑ and made

from two layers so that the parts can be reasonably handled as these split plates still weigh≈ 60 kg.

One final layer of 0.5 in. aluminum plate is placed on top of these plates with cutouts for each of

the posts to serve as an alignment guide for the posts to compensate for the split in the attachment

plates which could cause a misalignment. Due to the large mass of the components that would be

mounted on the table, we performed static simulations to determine the rigidity of the table, and

found that it should deflect by less than 0.25mm, which we considered sufficient for the alignment

of our apparatus, and the stresses involved were sufficiently low that we need not be concerned.

The table itself has the same footprint as the outer magnetic shield and stands 13.5 in. tall. With

this table height, we decided to increase the height of the ACME beamline by 10 cm to 1.2m from

the floor. The four feet of the table were placed so that we have complete access to the underside

of the table with a 9 in. clearance along both x̂ and ẑ for installing optics below the table for either

STIRAP injection or dumping the STIRAP beams. For this we have five 4 in.13 diameter holes

in the table aligned with each of the five windows on the underside of the chamber. We addition-

ally ensured that the access under the table was large enough to insert pallet jacks to move the ap-

paratus if necessary. A diagram of the table can be seen in figure 5.8. We mounted another 8020

13These are intentionally oversized relative to the windows and the openings in the shields.
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Figure 5.8: The ACME Table. Figure showing the ACME table and the support structures for the magnetic shields, mag‐
netic field coil, and interaction region chamber.

frame around the table, which we refer to as the shield guards. The primary purpose of this frame

is to support removable, clear purple acrylic sheets that protect the µ-metal from any impacts. This

frame is also used as the mounting structure of the SiPMs so that they can be mounted just outside

of the shields.

AcceptableMaterials

In the design of the shield frames, as well as the interaction region chamber and the magnetic field

coils, we opted to use exclusively what we believed to be non-magnetic materials. Our initial plans

were to use primarily brass fasteners, with some titanium fasteners, alongside aluminum for the

chamber and the structural components of the magnetic field coils and shields. However, in later

testing with our QuSpin optically pumped magnetometers inside our small commercial three-layer

test shields, we found that many of the components we had expected to be non-magnetic were in

fact magnetized to a surprising degree. Most notably, we found that after exposure to a strong per-
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manent magnet, brass fastener components often produced fields larger than> 1 µGwhen placed

≈ 5.5 cm away from a sensor, with some brass components from our system producing fields as

large as> 100 µG. Additionally, we found that even some aluminum pieces could produce sig-

nificant fields at this distance. While almost all components will be significantly farther from the

molecular beam than they were from the sensor in these tests, the large number of fasteners required

in our experiment could result in a significant effect, particularly on the interaction chamber which

is much closer to the beam than the shields. As such, we removed almost all brass14 from everything

inside the inner shield, including the shield frame, replacing the brass with either titanium or alu-

minum, which all needed to be tested for magnetism.

5.2.4 Degaussing

In the course of every block measurement of our experiment, we must reverse the direction of the

applied magnetic field. As this applied magnetic field magnetizes the shields, we must demagnetize

them each time before continuing with the measurement through a degaussing process. In this pro-

cess we apply a sinusoidal driving field H⃗(t) using permanent coils to orient the magnetic domains

of the shields as the magnetization of the shields follows the B − H hysteresis curve. This field is

slowly ramped down from an amplitude that saturates the material toH = 0, forcing the mag-

netization of the shields to go towards zero [145]. As we first found during ACME II, this process

depends on the frequency of the alternating drive, which must be low enough that the skin depth

allows the driving field to fully penetrate the 1.6mm thick metal, the rate at which the envelope

function goes to zero [145], the amplitude of the driving field, which should initially saturate the

material, and how closely the final applied field approachesH = 0. We are still working to develop

an optimized degaussing procedure with our apparatus, particularly as we face the added constraint

14The power lock fasteners used in the shield frame still contain brass.
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that the time required to degauss after each field reversal is already the largest limit to our measure-

ment duty cycle, and preliminary measurements indicate that an optimal degaussing frequency is

likely to be 1Hz or lower. We have also found during these tests that uncontrolled transient voltages

on the coils will remagnetize the shields.

The degaussing field in our apparatus is supplied by a series of 108 10-turn coils constructed

from ribbon cables. Each coil runs along the outer surface of the shields until reaching either a cor-

ner or an edge of the shield, then winds back along the inside surface of the µ-metal until encounter-

ing the next edge or corner, forming a closed loop around a single edge or face of the shields. Based

in part on existing designs for degaussing magnetically shielded rooms [144, 146, 145] as well as our

experience with the ACME II degaussing system, one coil runs along each of the 12 edges of the

rectangular prism, and on each face of the prism two coils run in each of the two tangent directions.

With this configuration we have 12 coils for each layer than apply a field along each of the three

coordinate axes. This is intended to form a closed loop of flux in the shields that travels in each of

the coordinate planes, and the number of coils is intended to keep the flux density homogeneous

throughout the loop. This gives us 36 coils per shield layer, for a total of 108 coils.

The Self-Shielded Cosine Theta Coil

In the hopes of reducing the magnetization of the inner shield from our applied magnetic field Bz ,

the new cosine theta coil has been designed to be self-shielding. This self-shielding technology has

long been used to reduce the external field produced by superconducting solenoids [148], and is

achieved through the use of a second set of current paths on the outer surface of the coil in which

the current flow is anti-aligned with the rest of the coil. This produces only a small field shift inside

the intended field region, while allowing us to minimize the field at the inner surface of the magnetic

shields. This coil was designed based on the work of multiple members of our research group and

is currently under construction. Based on simulations performed by Daniel Ang we expect that
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when applying |Bz| = 200 µG, the field produced by the coil at all points on the inner surface

of the inner shield should be≤ 17 µG [123]. We anticipate that this should significantly reduce

the magnetization of the inner shield during normal operation, and reduce the requirements of our

degaussing system.

5.2.5 Magnetometry

With the goals of characterizing the magnetic shields and later monitoring the magnetic fields in our

experiment we have developed three new magnetometry systems for ACME III. One of our primary

goals with the development of these systems was to have more continuous monitoring and access to

more monitoring locations than in ACME II so that we could more readily diagnose problems like

the long term increase in the ambient field we saw.

Optically PumpedMagnetometers

The primary sensor that we intend to use for ACME III is the the QuSpin QZFMGen-3 optically

pumped magnetometer (OPM) [149]. This three axis sensor is based on an optically pumped rubid-

ium vapor cell, where the optical transmission is dependent on the magnetic field. This can be used

with a modulated applied magnetic field oscillating at 923Hz and a lock-in amplifier to produce an

antisymmetric signal that scales with the magnetic field [150, 151]. These sensors were selected for

their extremely high sensitivity of< 0.2 nG/
√
Hz in the band from 3 − 100Hz within their linear

operating range of±50 µG, which can be extended to±500 µG by applying dc or quasi-dc offsets

to the internal magnetic field coils, as the lock-in signal is only useful near a zero field configuration

[149].

However, like the flux-gate sensors we used in ACME II, and the magnetoresistive sensors we

also intend to use for ACME III, these sensors have unknown internal offsets. These offsets, which
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we have measured to be on the order of∼ 30 − 70 µG in our sensors, are believed to be caused

by a combination of errors in the magnetic field caused by the lasers, light shifts, and slight mag-

netization of components in the head. In order to measure these offsets and subtract them from

our measurements, we have built mechanical systems to precisely rotate the sensors both inside our

three-layer test shields and the ACME III shields. As we described in section 3.3.1, by rotating the

sensor by 180◦ (or 90◦) it is possible to separate out the offsets and the ambient field. One impor-

tant complication related to these sensors is that the rubidium cell that is the actual sensor is offset

from the center of the sensor housing on all three axes [152], and so we must be careful to rotate

around the actual sensor center and not the center of the housing. These measurements can be fur-

ther improved by coupling these rotations with a reversal of an applied field, to also separate out

the applied field and systematic effects related to our rotations, and this will likely occur once the

magnetic field coils are installed in our apparatus. At the time of this writing, these offsets are the

current limit on our ability to perform an absolute measurement of the ambient field inside our

shields as we have only been able to measure them with an uncertainty of∼ 1 − 2 µG, and work is

ongoing to improve this.

Based on the sensitivity and low field characteristics of the sensors they are well suited to our pur-

poses for measuring the field inside our shielded region, however they cannot be used well outside

our inner shield layer. These sensors have served as our primary tool for characterizing our magnetic

shields, and we plan to use them in the future for both probulation, and for inserting into our mag-

netometer pockets. We had initially hoped to place a static array of these sensors on the surface of

the interaction region vacuum chamber, but we determined that the internal offsets of these sensors

were not likely to be stable enough for our purposes without the ability to rotate the magnetometers

and measure the offsets.
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Magnetoresistive Sensors

In addition to the OPMs, we have also developed a system of lower sensitivity magnetoresistive sen-

sors for characterizing and monitoring the ambient field in our lab and the field between layers of

our magnetic shields. For this system we use the three-axis Twinleaf VMRMagnetoresistive Vector

Magnetometer [153] which have a sensitivity of 3 µG, but can operate up to±1G, making it well

suited to measuring the ambient lab field and the field between the magnetic shield layers, which is

significantly higher than at the center of the shields. Allan deviation measurements we performed

with these sensors indicate that inside the inner shields we can resolve fields< 1 µGwith 10 s of

averaging, however this is only useful as an independent check of the more sensitive OPMs. Addi-

tionally, based on our measurements, these sensors have similar scale offsets to the OPMs.

We have created an array of 12 of these sensors inside our magnetic shields, with one sensor

placed just inside roughly the center of each face of the middle and outer layer shields (6 sensors

per shield layer), with an additional array of 6 ambient field sensors placed outside of our shields.

This array is intended to allow us to monitor the field near our shields to detect and diagnose drifts

of the field caused by magnetization of individual shield layers. We had originally intended to use an

identical array of 6 sensors inside the inner layer, but found that these sensors were themselves not

sufficiently non-magnetic for this purpose. Additional spare sensors can be used as a check for the

QuSpin sensors and for inserting between the magnetic shield layers through holes designated for

this purpose.

Q State Co-magnetometer

A third magnetometry method that relies on the large magnetic moment of the ThOQ state [87]

has been developed by XingWu based on tests using the ACME II apparatus. This method, which

could be used as an alternative to probulation, can use the molecular beam itself to measure the
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magnetic field through Zeeman precession of the |Q, J = 2,M = ±1⟩ states, which can be read

out using theQ − I transition analogous to our normal phase readout. The tests of this method on

the ACME II apparatus indicate that this method has a sensitivity< 1 µG, while requiring minimal

modification of the ACME apparatus. At the time of this writing this method has not been tested

on the ACME III beamline, as we have not yet commissioned the ACME III ThO beam in the in-

teraction region, however we expect this method to be a powerful tool to measure the magnetic field

along the actual beam axis during the ACME III data collection.

5.3 The ACME III Interaction Region VacuumChamber

In order to take advantage of what we learned from theH state lifetime measurement we needed to

redesign the interaction region vacuum chamber in addition to the magnetic shields. This chamber

needed to house the new field plates, which were not only roughly 1m longer, but had a larger sep-

aration of 6 cm, and had been made taller to maintain the electric field homogeneity with the larger

separation. We set out to develop a system that would meet the needs we knew we would have at the

time, while also building in the flexibility to use the chamber in unforeseen ways. The development

of this chamber and the associated systems has been led by myself with significant contributions

fromDaniel Ang, Ayami Hiramoto, Peiran Hu, and TakahikoMasuda.

5.3.1 Design Considerations

We set out to design our interaction region with the design of the ACME I and II interaction re-

gion as a known starting point, which was a rectangular chamber constructed from a welded alu-

minum frame with large rectangular mating flanges on each of the six faces of the chamber. All of

the smaller ports for windows, light pipes, and the beam nipples mate to these mating flanges. Addi-

tionally, the chamber has 0.63 in. thick lips that run along x̂ on the top and bottom of the chamber
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to increase the rigidity of the chamber. With this in mind we designed the ACME III chamber with

the following considerations, which are ordered roughly by priority. A diagram of the ACME III

interaction region chamber and the associated systems can be seen in figure 5.9.

• The first order design constraint on the chamber was the dimensions of our new field plates,

which were being developed in parallel by Peiran Hu. Based on simulations of the electric

field homogeneity performed by Daniel Ang, we determined that the the field plates needed

to be at least≈ 130 cm long and≈ 35 cm tall. We wanted to minimize the size of the cham-

ber primarily because the size of the chamber determined the smallest possible dimensions

for both the magnetic field coils and for the magnetic shields. From this consideration, as

well as accommodations required for the paths of our straight light pipes, we set the dimen-

sions of the chamber. The dimensions of our rectangular interaction region chamber are

157 cm× 58 cm× 59 cm.

• We chose to have the chamber constructed from welded aluminum, as we did for the previ-

ous chamber, due to the non-magnetic requirements of our apparatus. We also considered

titanium as an alternative, but aluminum was more cost effective, and we have a good track

record with the manufacturer of our chamber Atlas Technologies, who also manufactured

the original ACME chamber. Notably, out of concern for the strength and longevity of

holes tapped in the aluminum, every tapped hole associated with a sealing surface on the

chamber includes titanium threaded inserts. However, these threaded inserts in the chamber

were installed by the manufacturer and we have not found a sensitive and non-destructive

method to test the magnetism of these inserts directly. However probulation performed

with the chamber installed suggest that these are not a problem.

• We wanted to ensure that we could achieve similar vacuum levels as we did in ACME II,

which typically reached pressures of∼ 10−7 torr with the buffer gas flow off, and whose
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(a) The interaction region vacuum chamber and associated systems.
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Figure 5.9: The Inteaction Region Vaccum Chamber. Diagrams showing the new interaction region chamber. Compo‐
nents are shown in false color for easier identification.
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pressure was primarily limited by water in the chamber [88]. Efforts to ensure that we can

reach these levels are discussed in section 5.3.2

• We put in optical access windows for the known lasers that we will use for ACME III. This

includes two pairs of windows on opposite sides of the chamber for the refinement and read-

out lasers, which are spaced by 100 cm along x̂, and a pair of windows on the top and bot-

tom of the chamber for the verticalX-C-H lasers which are centered 1 cm upstream from

the refinement laser windows. As we described in section 4.2.2, we originally intended to use

a rotary window design for these windows, so we included large apertures in the chamber

for the readout and refinement windows, with slightly smaller apertures on the top of the

chamber for the STIRAP entrance window, as well as the window directly above the readout

region. This additional window above the readout region provides us vertical access for lasers

in the readout region, which we have considered for systems like optical cycling detection,

but we do not have a planned use for this window. As we are no longer planning to use the

rotary window design, the large apertures for these windows are covered by window adapter

flanges as can be seen in figure 5.9.

• In addition to these windows we also included 14 auxiliary windows, which were included

for flexibility, but do not have planned uses. All of these windows have the same 3 in. diame-

ter aperture as the STIRAP windows, as a trade off between a large aperture and minimizing

the size and number of holes in our magnetic shields. There are three of these windows be-

tween the refinement and readout regions on each side of the chamber, located at the center

of the precession region (x = 0) and at x = ±20 cm. These windows were placed with the

intention that they may be used as alternate refinement locations that could be used to either

test for systematics related to the precession distance, or possibly for future measurements

of the lifetime of various states of ThO. Additionally, we placed five evenly spaced windows
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on the bottom surface of the chamber (at locations x = 0,±25,−51, 50 cm15), and three

corresponding auxiliary windows on the top surface between the readout and refinement

regions. These windows can be seen in figure 5.9 in yellow.

• With our new design of the magnetic shields we needed a new way to extract the detected

light so that it could be collected by our SiPMs. In ACME II this was done with eight static

fused silica light pipes that were bent so that they exited the vacuum chamber at the up-

stream and downstream surfaces. This allowed them to remain in place when the shields

were removed as they only passed through the shield end caps which were fixed in place. In

contrast for our new shield design the only parts that are intended to be semi-permanent are

the bottom surfaces of the shields. Rather than place the SiPMs under the shields as there

is limited access below the shields, we decided to create a system of straight light pipes that

exit the shields at a 45◦ angle, which can be disconnected from the chamber and removed

before taking apart the magnetic shields. The details of this system are discussed in section

5.3.4. Notably, as was the case for our magnetic shields, the straight light pipes required that

we introduce an asymmetry of≈ 5 cm to the chamber along x̂ to prevent conflicts between

the light pipes and the welded frame of the chamber. This allowed us to keep the distance

between the electrostatic lens and the refinement laser as small as possible to maximize the

effect of the lens.

• We expanded the magnetometer pocket system that was introduced in ACME II to in-

crease the number of locations where we can insert a magnetometer to probe the magnetic

field near the molecular beam. We placed eight pockets on the top surface of the chamber,

which allow a sensor to be inserted along ŷ, and eight pockets on each side of the chamber

allowing sensors to be inserted along±ẑ. These magnetometer pockets follow roughly the

15Two of these windows correspond to the STIRAP lasers and the readout region.
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same design as the ACME II pockets, with a larger inner diameter of 1 − 1/8 in. to accom-

modate the larger diameter needed to rotate the OPMs about their sensor centers. On the

North andWest sides of the chamber the pockets are located in two rows of four pockets at

y = ±10 cm and located along x̂ at x = ±10,±27.5 cm. These two rows offset from

the beamline, rather than a single row at y = 0were chosen to allow for the large auxiliary

windows along the beam axis. Similarly, for the magnetometer pockets on the top of the

chamber we have two rows of four pockets located at z = ±10 cm (in the closer config-

uration) and located along x̂ at x = ±5,±34 cm. These positions were chosen to allow

measurements distributed across the precession region while placing sensors as close to the

refinement and readout regions as we could. Additionally, the distribution of the pockets

in two rows on each face allow us to better measure gradients across the beamline. These

pockets are shown in figure 5.9 in shades of pink.

We designed these pockets so that the sensors could get as close as possible to the molecular

beam without interfering with the field plates. As the field plate separation for ACME III

had not been finalized when we ordered the chamber, the magnetometer pockets on the top

of the chamber mate to a slot in the chamber flange not a circle, and the welded tube is offset

from the center of the oval-shaped flange for the pocket, which allows us to change the ẑ

position of these pockets by rotating the pocket 180◦ without additional machining.

• We chose the thickness of the aluminum plates used for the mating flanges as well as the

welded frame to be 1 in. to minimize the deflection of the plates when under vacuum. We

can calculate the maximum deflection of a flat plate under uniform stress that has all of its
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edges fixed using the formula16

dmax =
αqb4

Et3
(5.8)

whereE is the Young’s modulus, q is the pressure loading the plate, t is the thickness of

the plate, b is the shorter dimension of the plate, and α = 0.0284 is a dimensionless con-

stant based on the aspect ratio of the plate [154]. With the largest opening in the welded

frame being 17 in., the maximum deflection we should expect under vacuum is only 87 µcm

(.003 in.). This is consistent with tests we have performed with the actual chamber while

under vacuum.

• During ACME II we observed that vibrations of the field plates created time varying inter-

ference patterns in our lasers. Based on these observations we designed the mounting system

of the chamber to suppress vibrations to decrease this effect. Details of these efforts are de-

scribed in section 5.3.3.

• In order to mount the aluminum plate that holds the field plates and our collection optics,

we included rows of tapped holes with threaded inserts along the inside surface of the bot-

tom plate of the welded frame. Two runners attach to this part of the welded frame, and

the plate with the field plates can be lowered into place with our crane once the top mating

flange of the chamber is removed.

• We included 42 standard KF50 ports distributed across all of the chamber walls, which at the

time of this writing are only intended to be used for electrical feedthroughs for the electric

field plates. As these holes are not intended for optical access, there is no corresponding set of

holes on the shields.

16This assumes the Poisson’s ratio of the material is ν = 0.3, which is close enough to the value of alu-
minum for our purposes.
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• Due to the weight of the chamber,≳ 400 kg, we included tapped holes for mounting shack-

les so that the chamber could be installed with our single axis crane.

• We included tapped holes with threaded inserts so that we could attach aluminum handles to

each of the large rectangular side flanges of the chamber to ease their handling.

• In order to maximize our flexibility, on each of the six large rectangular mating flanges we

included a breadboard pattern of tapped 1/4”−20 blind screw holes spaced apart by 1 in.

along both x̂ and ŷ. These patterns exist on both sides of each flange, with the tapped holes

offset by 0.5 in. in each direction between the two sides to prevent conflicts. We included

these so that we could mount sensors to the chamber interior or exterior, attach collima-

tors to the interior of the chamber, and ideally handle any unforeseen future needs. Due to

the large number of these holes, we did not include threaded inserts here as they would be

both cost and labor prohibitive, and if necessary an adjacent hole could potentially be used

instead.

The interaction region chamber was delivered in the fall of 2021, and since then has undergone

testing to confirm the vacuum levels, check the compatibility of the chamber with the shields, and

check the light blocking systems we have developed for the SiPMs.

5.3.2 Vacuum Levels

The pumping speed of the ACME II chamber was limited by the diameter of the ISO100 nipples

used to connect the chamber to the vacuum pumps in the stem and dump region of the beamline.

This was determined by a calculation of the conductance of each element in the beamline between

the ACME II chamber and the turbo pumps based on the tables in [155], which found that the

conductance of the ISO100 nipples were a factor of 2× smaller than any other component in the

system besides the ACME II rotational cooling chamber, which will not be present for ACME III.
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However, the diameter of the ISO100 nipples are already among the largest holes placed in the mag-

netic shields, and we in fact opted to decrease the diameter of the nipples by 2 cm to allow more

clearance with the shields. We considered additional pumping, but any such ports would either re-

quire placing magnetic materials inside the shields, or would be limited to significantly lower pump-

ing speeds than the existing nipples. We were able to decrease the length of the upstream nipple by

1.5 in., but due to the asymmetry of the chamber and shields we increased the downstream nip-

ple by a similar amount. As such we expect that we are still limited by the pumping speed through

these nipples, as we have increased the conductance of the elements on both sides of the beamline.

Additionally, to minimize outgassing, we use only Viton for our o-ring seals, and ensure that only

vacuum rated materials are allowed inside the chamber, which mostly includes aluminum, glass, and

PEEK,.

After the delivery of the chamber we opted to test the vacuum of the chamber while blanked off.

We waterjet cut aluminum blanks for each of the vacuum seals besides the commercial KF50 and

ISO100 blanks. In order to ensure a good vacuum seal with these blanks we wet-sanded the sealing

surface of each custom blank with four progressive grits of sandpaper up to 800 grit as this proved

faster and more reliable than attempting to machine the surfaces with a fly cutter due to the size of

the blanks. In this blanked off configuration we demonstrated that the chamber was helium leak

tight to the 5 × 10−9 mbar L/s level. Additionally we baked the chamber in this configuration

for more than one week at a temperature of∼ 90 − 110◦, until the pressure stalled at the 1 ×

10−5 torr level. After this baking, the chamber was able to reach pressures of< 4 × 10−7 torr.

Based on this, further baking will be necessary after the installation of the final components such as

the magnetometer pockets, the field plates, and the windows, as these will introduce a large surface

area to the chamber, which has not been baked. Additional tests with a residual gas analyzer will

allow us to determine the likely sources of our background pressure.
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5.3.3 Mechanical Supports and Vibration Analysis

As previously described, in ACME II we observed vibrations of the electric field plates, which cou-

pled with reflections off the field plates produced time varying interference patterns in our readout

and refinement lasers. We determined that the best way to support the chamber, given our mag-

netic shield design was using the same style of support posts that the shields used, which consists of

six aluminum posts attached to the top of the ACME table with one post at each of the corners of

the chamber and one at the center of each of the long edges of the chamber. However, as the sup-

port posts for the shield are necessarily much longer than for the shields, it does not take much of a

stretch to see this system as a mass at the end of a spring. we investigated how different configura-

tions for these posts impacted the vibrational spectrum of the chamber. In particular we considered

configurations where the posts had either a diameter of 1 in. or 2 in., and configurations where we

mechanically linked the tops of the posts supporting the chamber to posts of the same diameter that

supported the magnetic field coils.

We studied these configurations by performing dynamic harmonic simulations in SolidWorks in

conjunction with measurements of the actual vibration spectrum of the floor in our lab at North-

western. For these simulations we used a simplified test mass in place of the chamber, as we expect

the dominant effects to be from the posts and not flexing of the chamber. We determined that the

20 lowest order harmonic modes of the chamber (along both x̂ and ẑ) lie below 250Hz, so we con-

strained our simulations to the range from 0.1 − 250Hz. Initial simulations using a white noise

drive spectrum showed that the 2 in. posts generally shifted the resonant frequencies of the spec-

trum higher and coupled higher frequency components of the table to the chamber, while the link-

ing between the chamber and the magnetic field coils decreased the amplitude of the resonances.

We also simulated the ACME II chamber structure as our best means to compare with what was

observed during ACME II, however it should be noted that this is not an exact representation when
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Figure 5.10: Interaction Region Chamber Vibration Simulations. Simulated vibration spectra for different configurations
of the interaction region supports compared to the ACME II apparatus. The orange dashed curve is the scalar vibration
spectrum in our lab at Northwestern. The blue curves show the simulated spectra of the ACME II apparatus driven by
the measured spectrum. The configurations with coupling to the magnetic field coil are not shown.

using the measured drive spectrum from the Northwestern lab.

When using the vibration spectrum from our Northwestern lab as the driving spectrum in our

simulations of ACME III configurations and the ACME II configuration, we found that the 2 in.

posts provided the simplest method of keeping the displacement spectrum comparable to ACME

II. The results of these simulations can be seen in figure 5.10, which shows the vibrational response

spectra for the different diameter configurations along both x̂ and ẑ alongside the response from

the ACME II simulations. Notably, while the simulations with the mechanical couplings suggested

better responses with a white noise drive, with the measured noise spectrum these benefits largely

disappeared. Based on these results the ACME III chamber is supported by 2 in. posts with no cou-
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pling to the magnetic field coils.

5.3.4 SiPMMounting and Stray Light Blocking

One of the most critical systems connected to the interaction region chamber is the light pipe system

which couples the detection optics to the SiPMs which must be mounted outside of the magnetic

shields. As we previously described, we opted to develop a system where the light pipes were split

into two components, one partially inside the vacuum chamber labeled the internal light pipe, and a

longer light pipe which is mated to this light pipe with a coaxial end joint and connects to the SiPM

outside the shields, labeled the external light pipe. This split system was also used in ACME II, but

for our system we have developed methods to allow the external light pipe to be easily removed from

the system whenever the shields need to be disassembled. This system can be used with no direct

access to the joint itself, only the exposed end of the external light pipe. The system also uses only

tested non-magnetic components and only minimally impacts the transmission efficiency of the

light pipes. Additionally, one of the most crucial aspects of this system is that it must completely

block out stray light which can increase the SiPM background, particularly as in our lab at North-

western we cannot simply turn off all of the room lighting as we are operating in a space shared with

other experiments. The development of this system, which interfaced between multiple projects

on the experiment, was a collaboration between myself, Daniel Ang, TakahikoMasuda, and Ayami

Hiramoto.

We now provide a description of this system and its operation, working from the collection op-

tics outwards to the SiPM. This system is represented schematically in figure 5.11. The internal light

pipe, which is a 7.5 in. fused silica rod with 20mm diameter, is designed to terminate just inside the

collection optics mounts, where it is loosely held radially by an o-ring in a PEEK clamp attached to

the optics mounts. The internal light pipe is primarily held in place by the vacuum sealing o-ring,
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which runs around the circumference of the light pipe, and is compressed by an angled clamp17,

providing enough friction to fully constrain the light pipe. The end of this light pipe sticks out

from the vacuum seal, which is angled at 45◦ by only≈ 1 cm, and this portion is surrounded by a

PEEK collar, whose end is flush with the end of the light pipe, which is connected to the light pipe

via an o-ring groove inside the bore of the collar. This collar serves as added protection from the

light pipe being pushed through the vacuum seal18, and also protects the end of the internal light

pipe from collisions with the end of the external light pipe.

In order to mate the two light pipes, we use a coaxial end joint, where a similar PEEK collar is

attached to the end of the external light pipe, this time using two o-rings rather than one19, which

is also flush with the end of the external light pipe. In order to align the two light pipes, we mount

a component we refer to as the external light pipe holder on the light pipe vacuum flange, with a

Viton sheet gasket between the two to block any light from entering the system at this joint. The

external light pipe holder is essentially an angled block of aluminum with a bore that is intended to

be an engineering fit with the external light pipe collar, and constrains the external light pipe so that

it is coaxial with the internal light pipe. The external light pipe slides into this bore until the collars

on the two light pipes are in contact with one another20.

To block any light entering the light pipe between the external holder and a clamp outside the

shields we attach an aluminum tube to the external light pipe holder. This 1.25 in. outer diameter

17This design was based off of the mechanism of quick connect vacuum couplings, which were not avail-
able for our system in non-magnetic materials

18While these seals have been tested to∼ 4× atmospheric pressure, we intend to increase this safety factor
by also epoxying the light pipe to the collar, however this requires further testing to confirm that this does not
significantly impact the light pipe transmission efficiency.

19The choices of two o-rings and the longer collar were partly based on tests on how well the light pipe was
constrained from angular deflection.

20In practice we intentionally introduce a slight air gap between the two light pipes to prevent damage. We
also considered soft silicone disks and index matching gel, but determined that these were not feasible without
access to the joint.
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Figure 5.11: The Light Pipe Mounting System. Schematic diagram showing the joint between the internal and external
light pipes, the vacuum seal around the light pipes, and the light pipe alignment structures. The other end of the light
pipe is held with the M2 clamp and couples to the SiPM as shown in figure 4.4.
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tube, has a 1.5 in. outer diameter black Delrin sleeve epoxied to the end which is inserted into the

shields, which has 1.5”−12 external threads21 on the end. This threads into a pair of mating threads

in the external light pipe holder, forming a light-tight seal. This tube can be easily attached or de-

tached with the shields in place, and also serves as a guide for the light pipe when it is inserted so that

it does not contact the shields.

Once the external light pipe is inserted into the external holder and mated to the internal light

pipe, the rotation and axial motion of the light pipe is fixed by a clamp we refer to as the M2mount.

This clamp, which is 3D printed, consists of two halves which clamp a pair of o-rings around the

light pipe. This clamp also mates with the end of the aluminum tube, which end inside a recessed

groove in the clamp, which can easily be wrapped in tape if necessary. TheM2mount is mounted

to the same optics breadboard as the SiPMmodule using optics posts. The SiPM side of the mount

has a lens tube which protects the sides of the light pipe as it couples into the SiPMmodule. The

SiPMmodule is then mounted at the end of the light pipe on a breadboard which attaches to the

shield guards frame. Where necessary additional light blocking can easily be applied to these accessi-

ble components using black tape and rubber tubes around the lens tubes.

This system has been mechanically tested, both on a test apparatus and on the ACME III appa-

ratus with the shields in place, and has proven to be robust and repeatable. Additionally, we have

tested the light blocking abilities of this system by measuring the output of the SiPMs and compar-

ing it to the measured dark current of the same SiPMmodule. From these tests, with only a small

amount of tape outside the shields, there is no detectable light reaching the SiPMs. It is worth not-

ing that in these tests we found that the SiPMs were able to detect photons emitted by an ion gauge

attached directly to the interaction region chamber. As a result care should be taken to ensure that

21We initially used a fine custom thread on the aluminum tubes, but found that these threads were difficult
to have made with sufficient tolerances that they would not bind. The sleeve is softer than the aluminum
threads it mates to, and can both be easily replaced or re-threaded with a die, while the mating threads can be
re-threaded with a tap.
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no gauges on the apparatus have a direct line of sight to the collection optics, which must be the case

in the final configuration of the lens and interaction region chamber. Further tests and development

are ongoing at this time to extend these types of light blocking methods to the windows on the in-

teraction region chamber, which must be coupled directly to enclosures for the lasers on the optics

tables next to the apparatus.
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In our hands is placed a power greater than their hoarded

gold

Greater than the might of atoms, magnified a thousand

fold,

We can bring to birth a new world from the ashes of the

old,

For the union makes us strong.

Pete Seeger, Solidarity Forever

6
Conclusion

This thesis has described the ACME II measurement and result and the progress made

towards the upcoming ACME III measurement. In chapter 1 we described how precision measure-

ments of the electron EDM, like the ACME experiment, are incredibly powerful tools for probing

new T violating physics beyond the StandardModel. Both the ACME I [6, 7] and ACME II [8]

measurements set the most stringent limits on the electron EDM, improving upon the sensitivity of
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the previous best measurement by an order of magnitude every∼ 4 years. With the ACME III ex-

periment, which we describe in chapters 4 and 5, we aim to once again improve upon the sensitivity

of the ACME II measurement by another order of magnitude.

The ACME II measurement, which placed a limit on the electron EDM of |de| < 1.1×10−29 e ·

cm remains the most stringent published limit on the electron EDM. This limit probed new physics

at energy scales up to tens of TeV, well beyond what can be achieved at the Large Hadron Collider.

This measurement, using techniques described in chapters 2 and 3, laid the foundation for the cur-

rent ACME III measurement, both in developing our understanding of the systematic effects that

we expect to see, and in influencing the upgrade pathways for ACME III.

A crucial preparation for ACME III was a precise measurement of theH state radiative lifetime

in ThO [70]. The longer-than-realized lifetime of the state used for our measurement resulted in

an increase in our experiment precession time. In order to implement this longer precession time

in our experiment we designed a longer interaction region chamber, and newmagnetic shields that

will also allow us to suppress excess noise caused by velocity fluctuations and suppress systematic

errors associated with magnetic field gradients. As described in chapter 5, these three projects and

their integration with other systems, have made up a significant portion of my contributions to the

development of ACME III over the last few years.

In chapter 4 we described the development of the upgraded ACME III experiment. Before devel-

oping the new apparatus we tracked down the source of the excess noise that prevented ACME II

from reaching the shot-noise limit, and found methods to suppress this noise below our projected

sensitivity [69]. With our new apparatus we have implemented an electrostatic lens to focus our

molecular beam [85], an improved rotational cooling system [85], and a load-lock system to increase

our ablation target changing rate in order to increase the usable flux of molecules. In addition to this

we have implemented upgraded collection optics and new SiPM based detectors to increase our de-

tection efficiency [71, 72, 73]. Alongside these upgrades, we have also developed new techniques to
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suppress the dominant sources of systematic uncertainty in ACME II, which were associated with

polarization gradients in our lasers and magnetic field gradients, to below the expected sensitivity of

ACME III.

At this, time the systems of the experiment have mostly been demonstrated individually and

are now being brought together. We expect to soon commission the full ACME III ThO beam

in the interaction region and begin collecting data for ACME III. Based on this we estimate that

within approximately the next two years the ACME III experiment will be able to perform a new

measurement of the electron EDMwith more than an order of magnitude improved sensitivity

compared to ACME II. When combined, all of the ACME III improvements are projected to give

us a factor of∼ 43× greater sensitivity than ACME II, probing new physics up to the∼ 100TeV

level [37].
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A
Laser Power Estimates forX − A−H

STIRAP

As described in section 4.2.2, we have investigated changing from STIRAP using theX − C − H

pathway to a newmethod usingX−A−H . TheA state was used for state preparation by optically

pumping theX−A 943 nm transition [6, 7]. However, we have never directly addressed theA−H

1892 nm transition in our apparatus. Additionally, we need to perform tests in order to determine
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howmuch laser power will be needed to saturate the two STIRAP transitions. This is of particular

concern as we found that significantly more power was required to saturate STIRAP than had been

observed for optical pumping on the same transitions. Before we purchase lasers to test the new

STIRAP transition ofX − A − H , we want to ensure that we will have enough power available

with the lasers we might order. Here we’ll go through two different empirical methods of estimating

the required power based on previous measurements.

A.1 Previous measurements

ForX − C −H STIRAP in ACME II we were> 90% saturated with

PXC, STIRAP = 15mW,

PCH, STIRAP = 10W.

It’s worth noting that we were barely able to saturate STIRAP with the 10W available to us with

a Nufern fiber amplifier, but we were able to provide more power than required on theX − C

transition. This data can be found on pg. 60 of Cristian Panda’s thesis [88].

In ACME I we used optical pumping on theX − A transition (943 nm) for state preparation.

With a double passed setup to fully excite from theX , J = 1 state, there was∼ 100mW in one

leg, and∼ 80mW in the reflected leg. Additionally, based on minibeammeasurements, Ben Spaun

estimated that ACME I optical pumping could be saturated with as little as 50mWof 943 nm light

(pg. 64 of [93]). This lower bound of 50mW is helpful, but we will primarily rely on the measured

bound of 80− 100mW in ACME I for our calculations. Using the same saturation criteria, optical

pumping onH − C (1090 nm) in ACME I was used for the readout, with 2Wof power. One

complication with this measurement however is that based on Ben’s lablog post [156], the beam
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sizes for theX−A laser and theH−C probe laser differed in size by a factor of 5. It’s worth noting

that the data shown here indicates that significantly less than 50mWof 943 nm light is needed to

saturate optical pumping in ACME I, as the fluorescence curve has essentially flattened out at that

point. This also suggests that Ben’s estimate for theX − A transition dipole moment may also be

an underestimation.

Additionally, Ben’s lablog ([157, 158, 159]) describes measurements in the minibeam apparatus

to measure saturation of theX −A andX −C transitions. Here Ben reports saturation intensities,

and uses different beam sizes for the two lasers. So we will only refer to the saturation intensities

here, and not the powers. ForX − C , he measured a saturation intensity of 5mW/cm2, when he

actually fit his curve with error bars, as opposed to the 10mW/cm2 stated in [157]. ForX − A,

he measured between 10 − 30mW/cm2 in [157, 158]. Here we really only need to take the upper

measurement for our calculations, as that is the more conservative choice.

Finally, Ben extracted the transition dipole moments forX −C ,X −A, andH −C in his thesis

(pg. 62 of [93]). These values are

dXC = 0.34± 0.13 ea0,

dXA = 0.071± 0.038 ea0,

dHC = 0.022± 0.009 ea0.

However, more recent measurements by XingWu [87], produced a more accurate measurement

of theX − C transition dipole moment of

dXC = 0.50± 0.02 ea0.
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Additionally, Daniel Ang performed a measurement of theX − A transition dipole moment

[123] which found a higher value of

dXA = 0.15± 0.04 ea0,

and from this also extracted the dipole moment of theH −A transition

dHA = 0.31± 0.09 ea0.

For this analysis we will use these more recent numbers, and note that there seems to be a system-

atic underestimation of the dipole moment in Ben’s analysis, which will be important to consider

when we use the value of dHC .

A.2 Method 1: Direct Scaling of Rabi Frequencies

The first empirical method we can use relies on directly comparing the Rabi frequency and power

used in the ACME II STIRAP with the power required to achieve the same Rabi frequency in the

new configuration. This can be done for both theX − A, and theA−H transitions, so long as we

have a way to reasonably estimate the transition dipole moment forA−H . This operation is helpful

because it doesn’t require us to consider any of the actual beam properties, as they are assumed to be
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same for both STIRAP processes. We can therefore compare the required powers as follows:

ΩXC = ΩXA

dXCEXC = dXAEXA

dXC

√
IXC = dXA

√
IXA

d2XCIXC = d2XAIXA

d2XCPXC = d2XAPXA

PXA =
d2XC

d2XA

PXC .

(A.1)

An identical equation can be produced forH − A, using the dipole moment and power for the

H − C transition.

A.2.1 Power Results

Plugging these numbers into equation A.1 we get the following:

PXA ≈ 170mW

PHA ≈ 50mW

(A.2)

Notably, I don’t display the standard deviation for this estimate, as the> 50% error on the dipole

moments involving theA state does not propagate in a simple way. If we take the most extreme

possible values of the dipole moments in question from ben’s measurements, we get maximum

values of PXA = 3.7W , and PHA = 2.7W . These upper values are unlikely to be correct, and

it is more likely that Ben’s analysis underestimated the dipole moments in question, which would

lower our power requirements.
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A.3 Method 2: Comparisons to Optical Pumping

Another way we can estimate the power requirements for theX − A laser is to rely directly on how

much power we required to optically pump each transition. This method is nice because it doesn’t

rely on the extracted transition dipole moments, which have very large uncertainties, and only uses

the direct measurements of saturation. This method inherently assumes that the dependence on the

transition dipole moment is fully captured by the saturation intensity for optical pumping. How-

ever, we do need to ensure that the correct Hönl-London factors are captured here. Fortunately, the

Hönl-London factors for |X, J = 1,M = 0⟩ → |A, J = 0,M = 0⟩, which Ben used for optical

pumping and the transition |X, J = 0,M = 0⟩ → |A, J = 1,M = 0⟩, which we plan to use for

STIRAP are equivalent. So we only need to consider the relative Hönl-London factors of the transi-

tion we compare against. Notably, this method doesn’t allow us to determine howmuch power we

need for the A-H laser, as this transition has never been directly addressed in our experiment.

The cleanest comparison is from the measurements done in the minibeam setup [93].

Here we are considering only pump lasers for STIRAP, and these measurements were per-

formed in the same place in the beam, and we can directly compare saturation intensities rather

than powers. However, the Hönl-London factor for the optical pumping transition Ben used

|X, J = 1,M = ±1⟩ → |C, J = 1,M = ±1⟩ is 1
2 , while the Hönl-London factor for the STI-

RAP transition |X, J = 0,M = 0⟩ → |C, J = 1,M = 0⟩ is 1√
3
. We can say that the STIRAP

power required forX −A then goes as:

PXA =
ISat, XA

ISat, XC
PXC

(
2√
3

)2

.
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Plugging in numbers, and taking the more conservative results from Ben’s measurements:

PXA = 120mW. (A.3)

We can attempt a slightly different comparison between the ACME I optical pumping measure-

ments onX − A andH − C . This calculation is complicated by the different beam sizes used in

ACME I, with theH − C transition having a 5× larger beam size than theX − A beam. However

the Hönl-London factors for the optical pumping (|H, J = 1,M = ±1⟩ → |C, J = 1,M = 0⟩)

and STIRAP (|H, J = 1,M = ±1⟩ → |C, J = 1,M = 0⟩) are the same and can be ignored

here. So we find that:

PXA, STIRAP =
POP, XA

(POP, HC/5)
PHC, STIRAP .

If we plug in numbers we get:

PXA = 1.3− 2.5W. (A.4)

There is a very large discrepancy between these two sets of numbers, however I suspect that the real

number is closer to the value calculated in section A.2. Comparing the STIRAP pump power to the

STIRAP stokes power seems somewhat questionable to me, and the lower number we find here is a

more direct comparison.

A.4 Conclusion

Based on these calculations, it is difficult to say with much certainty howmuch power we will re-

quire forX − A − H STIRAP. However the most likely result is represented by the calculations
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in section A.2, as the least assumptions are made. However, it is also likely that we will require less

power than those calculations suggest, as more recent measurements indicate Ben may have underes-

timated the transition dipole moments.

Ultimately, the lower values suggested by the comparison withX − C optical pumping make

a good case for purchasing anH − A laser and performing tests with the 943 nm TA1 we already

have, which is capable of producing 500mW. This is probably also a good idea, as the upper bounds

suggested by both theH − C optical pumping comparison and the upper bound from the Rabi

frequency method suggest there is a small possibility that we may not be able to perform STIRAP

with a 3WTi:Sapph, which is the other option we have considered.

1Toptica BoosTA
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