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Abstract
Planar Penning traps can provide a scalable architecture for one-electron qubits

only if the trapping potential can be made sufficiently harmonic to detect a single

trapped electron. Our theoretical study suggests planar Penning trap geometries

for which the amplitude dependence of the frequency can be vastly reduced. We

propose a procedure for how such a trap with realistic imperfections can be adjusted

in situ to reduce the broadening that arises from thermal fluctuations of the axial

amplitude. We fabricate a prototype trap using the optimal geometry, taking care

to minimize the exposure of insulating surfaces that can accumulate stray charge.

The narrow resonances observed are consistent with having trapped one electron,

though improved trap stability and detection sensitivity are needed to reach a more

definite conclusion. The trap tuning procedure narrows the axial resonance much

as predicted. These techniques promise to make possible the detection of a single

electron in a planar Penning trap, the key first step toward realizing a one-electron

qubit.
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Chapter 1

Introduction

A spin-1/2 particle in a magnetic field is the archetypal two-level system. Recent

experiments have realized something akin to this textbook example, first by trapping

a single electron in vacuum [3], then by detecting single spin transitions [4], and

finally by detecting quantum jumps between the lowest cyclotron states [5], as shown

in Fig. 1.1. This approach, along with a number of other new methods [6], made

possible the most precise measurements of the electron magnetic moment and the

fine structure constant [7].

This thesis research explores whether the methods that enabled these remarkably

precise measurements can be harnessed to perform quantum information processing1

using single-electron qubits. Decades of research have produced great advances with

three-dimensional Penning traps, but these trap electrode geometries are not very

scalable to a large array of nearby traps, each containing a single suspended electron.

New techniques are needed to bring the same level of precise control to a scalable
1The terms quantum information processing and quantum computing are used interchangeably.

1
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Figure 1.1: (a) QND observation of a spin flip of one trapped electron. (b)
QND observation of a one-quantum cyclotron transition for one electron.
Taken from Ref. [8].

architecture. This thesis reports significant progress toward that goal. We suggest

planar Penning trap designs that are optimized for detecting single electrons. We fab-

ricate a prototype trap and demonstrate experimentally that a procedure for tuning

the trap reduces the anharmonic broadening. These initial tuning trials immediately

enabled detection of a narrow resonance consistent with having trapped one electron,

although further improvements in stability are needed for a conclusive demonstration.

1.1 Quantum Information Processing

The principle of a quantum computer is that information is stored in quantum

two-level systems (“qubits”) instead of classical two-level systems (“classical bits” or

simply “bits”). A qubit can be represented, for example, using two continuous real
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variables θ and φ as

|ψ� = cos

�
θ

2

�
|0�+ e

iφ sin

�
θ

2

�
|1� , (1.1)

whereas a classical bit is by definition a discrete binary variable. This can be visualized

by considering the possible states of a qubit as the surface of a unit sphere (the “Bloch

sphere”) with a point on the surface parametrized by angles θ and φ; by comparison,

the states of a classical bit would be represented by just two points on the surface

(e.g., the north and south poles). The possible states of N qubits are much richer

than the possible states of N classical bits because a general N -qubit state cannot

be composed of N single-qubit states. Thus the amount of information required to

describe the state scales exponentially rather than linearly with the number of qubits.

Computation proceeds by performing a unitary transformation on the N -qubit state.

Unitary transformations in a 2N -dimensional Hilbert space offer a vastly broader set

of operations than those that can be performed on the same number of classical bits.

Remarkably, quantum computations can exploit this quantum-mechanical richness

even though each projective measurement performed at the end of a computation can

extract only a very limited amount of the information stored in the quantum system.

The challenge of quantum algorithm design is to make an algorithm that is more

efficient than an analogous algorithm on a classical computer. In 1994, Shor intro-

duced the first quantum algorithms to solve outstanding problems of interest. He

invented algorithms for computing discrete logarithms and prime factorization [9],

for which the computation time is only a polynomial function of the length of the

number to be factored,2 which is exponentially faster than the best classical algo-
2Factoring is thus said to be performed efficiently on a quantum computer.
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rithm.3 The presumed difficulty of the factorization and discrete logarithm problems

ensures the security of public-key cryptosystems like RSA and Diffie-Hellman. Thus,

an efficient quantum algorithm threatens the security of communication over public

channels like the internet [10]. After Shor [11] and Steane [12] first proposed methods

of quantum error correction, quantum computation transformed from a fanciful vision

to a seemingly possible though tremendously challenging experimental objective [13].

Another quantum algorithm was devised by Grover in 1995, in which a marked

item in an unordered list of length N can be found in a time proportional to
√
N

[14,15]. Unlike Shor’s factoring algorithm, the speedup is not as spectacular relative

to the best classical algorithm, but the result is still remarkable compared to the

classical method of testing each item in turn, which takes on average N/2 queries.

This also intuitively demonstrates that something is fundamentally different about

quantum computing.

A different type of quantum algorithm is known as quantum simulation [10, 16,

Sec. 4.7]. Conjectured by Feynman [17], the idea is to compute the evolution of

a system under some specified Hamiltonian by building up the evolution out of a

series of discrete gates. In many cases it is possible to approximate this evolution

efficiently (i.e., with a polynomial number of gates) on a quantum computer but

not a classical computer. This approach is now sometimes referred to as “digital”

quantum simulation, in contrast to so-called “analog” quantum simulation in which a
3The runtime of Shor’s algorithm scales with n2 log n log log n, whereas the runtime of the best

classical algorithm for large numbers, the Number Field Sieve, scales as en
1/3(logn)2/3 , where n =

log2 N is the number of bits in the number N [10]. It is not known whether a polynomial-time
classical factoring algorithm is possible, but despite great effort, one has not been discovered. More
generally, it has not been proved that an efficient quantum algorithm exists for a problem where an
efficient classical algorithm is impossible.
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Hamiltonian of interest is studied by constructing a model system governed by that

Hamiltonian, often with tunable parameters [18].

In order to use Shor’s algorithm for factoring numbers used in actual public-

key communication, a quantum computer would need to have a very large num-

ber of qubits—104–105 or more, including those needed for quantum error correc-

tion [13,19]—and gates with fidelity that surpasses the fault-tolerance threshold (er-

ror per gate below 10−4–10−2; see e.g. [20–23] and references therein). Both are

demanding requirements that exceed (by several orders of magnitude, in the case of

the number of qubits) what has been achieved in the best experimental implementa-

tions to date. This is why it still makes sense to investigate promising new qubits, as

in this work. A factoring machine is still many years from fruition, so recent work has

often instead emphasized applications to quantum simulation because novel results

are much less difficult to achieve and more relevant to problems in physics research. A

quantum simulator can yield results that are intractable on a classical computer with

a far smaller number of qubits and lower fidelity than required for practical imple-

mentations of Shor’s algorithm. For example, computing the evolution of n two-level

systems on a classical computer requires 2n quantum-mechanical amplitudes, so for

even 30 two-level systems this becomes computationally infeasible. Although there

are techniques such as Monte Carlo simulations that can yield some properties of a

system, such as the ground state, a quantum simulator with relatively few qubits

could yield insight into the dynamics of such systems beyond what can be achieved

classically.

The attempts to make a quantum computer or quantum simulator are interest-
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ing quite apart from any algorithm such a device might be able to perform. These

experiments involve quantum coherent control of an increasing number of systems;

perhaps in the future, investigations with large numbers of controllably entangled

particles will yield some insight into the mysteries of entanglement, decoherence, and

quantum measurement. These processes differ from our classical intuition [24], as il-

lustrated by paradoxes like Schrödinger’s cat [25], and have long fascinated physicists

and nonscientists alike.

1.2 Quantum Computing Devices

Many different physical systems are the subjects of ongoing research aimed at

developing a practical quantum computer [26, 27]. The problem is hard, and the ex-

perimental requirements4 are at odds with each other: a good qubit must be strongly

coupled to other parts of the apparatus in order to initialize, manipulate, and read

out its state as quickly as possible, yet it must be extremely well isolated from un-

controlled interactions that would change the quantum state. A quantum computer

is intrinsically more susceptible to disturbance; whereas classical information can be

stored in bistable systems that are essentially unaffected by small perturbations (bit

flip errors are negligibly rare), quantum information processing exploits interference

phenomena and entanglement and is thus subject to decoherence, even from small

undesired couplings. Furthermore, these requirements must be satisfied in a system
4The requirements for making a physical quantum computing device were clearly distilled by

DiVincenzo [28] into what are known as the DiVincenzo criteria: scalable qubits, initialization, long
decoherence times relative to gate times, universal quantum gates, and measurement/readout, plus
additional requirements relating to quantum communication. These criteria have also recently been
restated simply as scalability, universal logic, and correctability [26].
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that is practically scalable to very large numbers of qubits.

An early success of quantum computing experiments came from the implemen-

tation of a 1995 proposal [29] to use ions in a linear Paul trap as qubits, lasers to

manipulate and detect them, and a center-of-mass motional mode as a bus that can

be selectively coupled to each ion’s internal state. A controlled-NOT gate on a pair

of trapped ion qubits was achieved the same year [30]. Trapped ion systems were

at the time being developed for precision metrology and spectroscopy with demon-

strated long coherence times, and advances toward quantum information processing

have also yielded techniques that in turn enabled extremely high-precision frequency

standards [31–34]. Trapped ions are arguably the most advanced realization of quan-

tum computing: all the methods required for quantum information processing [35],

the ability to perform arbitrary unitary operations in a two-qubit space [36], ultrafast

gates [37], coherence times up to 15 seconds [38], and gates at or near the fidelity

required for fault-tolerant quantum computation [39, 40] have been demonstrated,

though increasing the gate fidelity is challenging. By 2005, a six-ion Greenberger-

Horne-Zeilinger (GHZ) [41, 42] (a.k.a. “Schrödinger Cat”) state had been created in

Boulder [43], and an eight-ion W state [44] had been created in Innsbruck [45]. Most

recently, the Innsbruck group has entangled fourteen ions in a GHZ state [46]. When

increasing the number of ions in the trap, it becomes increasingly difficult to spec-

troscopically address only a single motional eigenmode, so larger experiments must

use techniques such as shuttling ions in multizone traps [47–49] or coupling distant

ions with photons [50], perhaps via integrated optical components [51, 52]. In any

case, entangling ever more qubits is difficult because the decay of coherence has been
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observed to scale with the square of the number of qubits [46,53,54]. Great advances

have been made in ion trap quantum information processing (see also [55–57] among

numerous reviews), but scaling to very large numbers of qubits still poses formidable

technical demands.

In addition to trapped ions, early demonstrations of quantum logic gates were

achieved in liquid-state NMR experiments with spin-1/2 nuclei [58–60], including

implementations of Grover’s search algorithm with up to three qubits [61, 62] and

the celebrated realization of Shor’s algorithm to factor 15 into its constituent primes,

3 and 5, using a seven-qubit NMR quantum computer [63]. Despite early successes,

scalability to very large numbers seems unlikely on NMR quantum computers [64], and

recent experiments have favored storing quantum information in individual systems

rather than pseudo-pure states constructed from ensembles.

Experimental investigations are under way in quite a number of other systems

as well. Superconducting qubits [65] have now been used to perform quantum algo-

rithms [66–68] and to entangle three qubits [69, 70], with gate operations occurring

in tens of nanoseconds, single-qubit gate fidelities exceeding 98% [71, 72], readout

fidelities exceeding 90% [73,74], and coherence times increased from 2 ns [75] to sev-

eral microseconds [65,76], which is remarkable considering that these qubits involve a

macroscopic number of particles. Qubits can be stored in polarization states of pho-

tons [77,78], with [79] or without a cavity [80], which have minimal decoherence but

are difficult to couple to other photons. Photonic qubits have been used to implement

Grover’s algorithm [81] and Shor’s algorithm [82,83] and create GHZ states of up to

ten qubits [84].
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Cold atoms can be used as qubits [85, 86] and may be particularly scalable since

one atom per site can be loaded into an optical lattice. Manipulating and reading

out the state of individual atoms is more challenging, though recently developed

techniques are enabling both operations [87–89]. Trapped atoms are a particularly

useful platform for studying a variety of many-body phenomena [85,86,90,91].

A different approach to scalability comes from semiconductor systems, for which

there are well-established techniques for making a large number of small systems.

Small quantum dots can be self-assembled or lithographically defined and easily repli-

cated [92, 93]. Electron spin qubits in these systems have short coherence times,

limited by hyperfine couplings to the nuclear spin bath, though these have been ex-

tended from nanoseconds to tens of microseconds with spin-echo techniques [94], and

decoherence could be reduced by changing materials from GaAs to those with spin-

less nuclei, such as isotopically pure C, Si, and Ge. In other solid-state hosts, much

longer decoherence times—tens of milliseconds or perhaps much longer—have been

observed with electron spins and nearby nuclear spins in nitrogen-vacancy defects

in diamond [95, 96]. Coherent single-electron spin rotations have been driven with

microwaves in both nitrogen-vacancy centers and quantum dots [97–99], and arbi-

trary rotations can be performed on qubits made from two coupled electron spins in

quantum dots [100].

Still other possibilities exist for quantum computation or simulation with many

other systems, such as a Coulomb crystal of ions in a Penning trap [101, 102], spin

and rotational states of polar molecules [103–105], trapped Rydberg atoms [106,107],

coupled optical cavities [108,109], electrons on the surface of liquid helium [110,111],
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and more. There are also entirely different paradigms, such as topological quantum

computing with non-Abelian quasi-particles [112]; cluster state (a.k.a. “one-way”)

or other measurement-based quantum computing [113–116]; and adiabatic quantum

computing, in which there are no gates and the system evolves toward a ground state

that is the solution of the computational problem of interest [117–119].

There have been significant advances in coherently controlling more qubits with

longer coherence times in a wide variety of physical systems. Still, a large-scale quan-

tum processor remains a distant objective, and it is far from certain which systems,

if any, could be sufficiently scaled up for that purpose. It is desirable to have many

different systems under development, not only because some will prove more scalable

than others, but also because different systems may be useful for different purposes.

Some systems may function effectively as quantum registers (i.e., quantum memory)

or quantum communication channels, and thus a quantum computer architecture

might employ multiple kinds of quantum media coupled together. Some systems may

be more suitable than others for particular methods of quantum error correction de-

pending on the types of noise that are present and the way that qubits in that system

are initialized, manipulated, coupled, and measured.

To this mix, we add a new and promising candidate qubit: a single trapped

electron in vacuum coupled to an array of similar one-electron qubits. As mentioned,

techniques developed for single trapped electron systems enabled one of the most

precise measurements in physics [7], which triggered intriguing studies on using these

techniques to manipulate single-electron qubits. After introducing the concept of a

Penning trap, these schemes are discussed in Sec. 1.4. Trapped electrons could make
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extremely long coherence times possible, at least in principle.

1.3 Penning Traps

1.3.1 Ideal Penning traps

A single-electron qubit begins with an electron in a Penning trap [120], which can

trap charged particles with static magnetic and electric fields. In the ideal case, an

axial magnetic field

B = Bẑ (1.2)

makes a charged particle placed in this field undergo cyclotron motion at frequency

ωc = eB/m in the x–y plane. A harmonic axial confining potential comes from an

electrostatic quadrupole potential,

U ∝ z
2 − 1

2
ρ
2
. (1.3)

The repulsive radial term, needed to satisfy Laplace’s equation, modifies the radial

equation of motion, resulting in the superposition of two harmonic circular motions:

a cyclotron motion with a frequency slightly reduced from its free-space value, and

a slow rotation called the magnetron motion, which can be thought of as an E × B

drift. The magnetron motion is unstable since the motion is about a radial potential

hill rather than a well. However, it is very weakly damped, so it may be treated as

effectively stable.

The Hamiltonian is diagonalized into three independent harmonic oscillators, plus
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Magnetron

Cyclotron

Axial

Figure 1.2: Illustration of classical particle motions in a Penning trap. The
hierarchy of frequencies is compressed for easier visualization.

the interaction of the spin with the magnetic field:

H = �ω�
ca

†
cac + �ωza

†
zaz − �ωma

†
mam +

1

2
�ωsσz, (1.4)

where a
† and a are the usual creation and annihilation operators for the quantized

harmonic motions, ω�
c = ωc − ωm ≈ ωc is the modified cyclotron frequency, ωz is the

axial frequency, ωm = 1
2(ωc +

�
ω2
c − 2ω2

z) ≈ ω
2
z/(2ωc) is the magnetron frequency,

ωs = (g/2)ωc is the spin frequency, g is the dimensionless electron magnetic moment,

and σz is a Pauli matrix. Typically, ω
�
c � ωz � ωm; sample values are given in

Table 1.1.

In Penning trap experiments to date, the spin and cyclotron motions are driven

with microwaves broadcast into the trap volume. The spin and cyclotron states are

measured using a quantum nondemolition (QND) measurement by coupling to the

axial motion, which is detected as described in Secs. 2.7 and 4.5. Detection of one-

quantum transitions between cyclotron and spin states is enabled by introducing a
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Motion Frequency

cyclotron νc ≈ 140.8 GHz

axial νz ≈ 64.0 MHz

magnetron νm ≈ 14.5 kHz

spin νs ≈ 141.0 GHz

Table 1.1: Typical trap frequencies used in this work. The spin and cyclotron
frequencies correspond to a magnetic field of B = 5.03 T (Chapter 4). An
axial frequency of 64 MHz is considered in Chapter 2. Axial frequencies used
in the experiment are 64.5–66.5 MHz (Chapter 5).

small magnetic gradient called a magnetic bottle [120],

∆B = B2

�
(z2 − 1

2
ρ
2)ẑ− zρρ̂

�
. (1.5)

The interaction of a particle’s spin and orbital magnetic moments with the bottle,

Hbot = −µ·∆B, introduces another term proportional to z
2 in the axial Hamiltonian,

which in turn means that a change in the spin or orbital state causes a change in the

axial frequency, as shown in Fig. 1.1. The frequency shift due to a spin flip is given

by

δωz =
gµBB2

mωz
, (1.6)

where µB = e�/(2m) is the Bohr magneton and we have assumed that δωz � ωz. For

the electron magnetic moment experiment [7,8], ωz/(2π) ≈ 200 MHz and δωz/(2π) ≈

4 Hz, as shown in Fig. 1.1. A one-quantum change in the cyclotron state produces

an indistinguishable shift, differing only by a factor of g/2 ≈ 1.001.

Unlike electrons confined in a solid-state host, here a single electron is trapped in

vacuum and thus is much further away from all other particles. The vacuum produced

at cryogenic temperatures is sufficiently good [121] that collisions with background

gas molecules are negligible. The spin state is expected to be remarkably stable.
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Spontaneous emission via a magnetic dipole transition is negligible, with a radiative

damping rate

Γs =
α

6

�
g�ωs

mc2

�2

ωs, (1.7)

where α is the fine structure constant, giving a decay time of Γ−1
s ≈ 5 years. And in

a strong magnetic field, �ωs/kB ≈ 7 K, much greater than the 100 mK temperature

of the trap enclosure, so the spin state is unchanged by blackbody photons, provided

that no higher-temperature radiation leaks into the trap volume.

1.3.2 A gallery of laboratory Penning traps

The axial magnetic field is usually generated by a superconducting solenoid, but

many different configurations have been used to produce the electric quadrupole. In

this manner, Penning traps have proved remarkably versatile. Some of the most

precise measurements in physics have been carried out in Penning traps optimized

for particular applications using trap designs from our research group.

The most straightforward way to produce an electric quadrupole is to place

conducting surfaces along its equipotentials, which are hyperboloids of revolution

(Fig. 1.3). This forms a hyperbolic Penning trap, which was used in the 1987 Uni-

versity of Washington electron/positron g-value measurement [4] and is still used in

high-precision mass spectroscopy (e.g., [122, 123]). The potential produced will not

be a perfect quadrupole, of course, because the electrodes cannot extend to infinity

and because there will inevitably be some electrode misalignments and imperfections.

Another pair of electrodes can be added along the asymptotes to compensate for the

finite extent of the electrodes that lie along equipotentials; for a carefully chosen
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geometry, the trap will be “orthogonalized” in that the voltage applied to the com-

pensation electrode can be adjusted to optimize the shape of the potential well while

causing only very small changes in the axial frequency [124,125].

(a)

(b)

Figure 1.3: (a) Equipotentials of an ideal quadrupole potential. (b) A Pen-
ning trap with hyperbolic electrodes (right) designed to lie along the equipo-
tentials with an “orthogonalized” geometry that makes the axial oscillation
frequency largely independent of the compensation potential applied to im-
prove the harmonicity of the trapping potential [124].

To improve the precision of the electron magnetic moment experiment, it was

necessary to analyze and to control the microwave modes in the trap cavity. Thus a

trap was designed with cylindrical electrodes rather than hyperbolic ones [125], and

the cylindrical microwave cavity was observed to inhibit spontaneous decay of the

cyclotron motion [126]. This trap design enabled the observation of one-quantum

transitions [5], which then enabled the most accurate measurements of the electron

magnetic moment and the fine-structure constant [7].

To allow antiprotons from an accelerator facility to enter a trap, an open-access
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(a)
(b)

Figure 1.4: (a) Cutaway view of cylindrical Penning trap electrodes showing
actual (solid) and ideal quadrupole (dashed) equipotentials. (b) Electrodes
of the cylindrical Penning trap used to inhibit spontaneous emission and to
make the most precise measurements of the electron magnetic moment and
fine structure constant [7]. The cutaway view in (a) corresponds to the cavity
in the center of the model in (b).

cylindrical trap was designed [127], in which the flat endcaps were replaced by addi-

tional cylindrical electrodes (Fig. 1.4). The most accurate comparison of q/m for an

antiproton and proton [128] was carried out with a single antiproton and a single H−

ion in such a trap, as were the most accurate one-ion measurements of bound electron

g values [129, 130] and the most precise measurement of the proton-to-electron mass

ratio [131].

For g-factor measurements of heavier particles, a larger magnetic bottle is required

to produce a measurable frequency shift, but the inhomogenous magnetic field broad-

ens the spin and cyclotron resonances. For these applications, two open-endcap traps,

one with a magnetic bottle and one without, were placed along the same magnetic

field axis [129,133]. This technique has been used with small-diameter traps to create

a larger magnetic bottle for resolving a single-proton spin flip, analogous to Fig. 1.1,
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(a)

Compensation  
electrode

Ring  electrode

Compensation  
electrode

Endcap
electrode

Endcap
electrode

(b)

Figure 1.5: (a) Cutaway view of open-endcap cylindrical Penning trap elec-
trodes showing actual (solid) and ideal quadrupole (dashed) equipotentials.
(b) Electrodes of one of the traps used in Ref. [132]

and in turn to measure the proton and antiproton g-factors [132,134,135].

These designs have been well suited to their various applications, but three-

dimensional, centimeter-scale trap electrodes that are machined, assembled, and wired

by hand are difficult to scale to large numbers of nearby traps. Impressive progress

has been made in the microfabrication of three-dimensional trap arrays [136], but

it is still a formidable problem to fabricate a large array of small cylindrical traps

with the properties needed to observe one-quantum transitions with one electron.

For quantum computation with trapped electrons, a new kind of Penning trap design

is required. A scalable array of small traps seems more feasible with traps whose

electrodes are entirely in a plane [137], as in Fig. 1.6, especially if these could be

fabricated on a chip using conventional lithographic methods [138]. The chip could

include electrical couplings between the traps and could even include some detection
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electronics. Secondary advantages of a planar trap include an open structure that

makes it easier to introduce microwaves to drive spin transitions and possibly also to

load electrons. Suggested variations on this design include covered planar Penning

traps (Sec. 2.6.1) and mirror-image Penning traps (Sec. 2.6.2), which could facilitate

parallel detection and initial loading.

B

(a)

(b)

Figure 1.6: (a) A three-gap planar trap with a trapped particle suspended
above an electrode plane that extends to infinity. (b) Side view of the trap
electrodes showing equipotentials spaced by V0, with the infinitesimal gaps
between the electrodes widened to make them visible. The equipotentials
extend into the gaps between electrodes. The dashed equipotentials of an
ideal quadrupole are superimposed near the trap center.
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With an eye toward scalability, other new Penning trap designs have also been

proposed, including microelectromagnet traps [139], pixel traps [140], crossed-wire

traps [141], and pad traps [142], though these are likely more suitable for trapping

ions. For ions, the potential is not required to be harmonic because laser sideband

cooling—which is not available for electrons—can force ions to the center of even

an anharmonic trap. Planar Penning traps have also inspired a design for a planar

Paul trap with axisymmetric, concentric electrodes just like the electrodes of planar

Penning traps [143].

1.3.3 Planar Penning traps to date

One proposed planar Penning trap geometry is a round center electrode sur-

rounded by concentric rings [137], as depicted in Fig. 1.6. This type of trap has

been used for all experiments to date. A trap is formed by biasing the electrodes so

that the potential along the axis of symmetry has a minimum at some height z0 above

the electrode plane. Electrons confined in a room-temperature planar Penning trap

were first reported at Mainz, and the three motions have been observed [144, 145].

These experiments detected electrons destructively by dumping them from the trap

to a microchannel plate.

Unlike ions, electrons have no known internal degrees of freedom aside from spin;

thus, laser cooling cannot be used, and the presence and state of trapped particles

cannot be detected with fluorescence. Different methods must be used instead. The

axial motion is damped by a cryogenic external circuit. The cyclotron motion cools

by synchrotron radiation in the cold environment of the trap electrodes. And the
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Figure 1.7: An illustration of destructive counting, in which the number of
electrons in the trap is estimated by ejecting them. CALVIN AND HOBBES
©1986 Watterson. Used by permission of Universal Uclick. All rights re-
served.

magnetron motion is cooled by driving a sideband of the axial motion. Also, nonde-

structive detection must use the translational degrees of freedom, so trapped electrons

are detected by amplifying the radiofrequency image currents induced on a nearby

electrode by the electrons’ oscillation along the magnetic field axis, and the spin and

cyclotron state of a single electron are detected via shifts in the axial frequency.

Detecting a single trapped electron is naturally a prerequisite for any quantum

information processing using individual trapped electrons. The signal from a single

electron is small, and the potential must be very harmonic in order for that signal to be

detectable; that is, the signal must lie within a narrow range of Fourier components

in order to use narrowband detection techniques that produce a sufficiently high

signal-to-noise ratio. Furthermore, the axial resonance must be narrow enough and

the signal-to-noise high enough to resolve the small axial frequency shifts used for

detecting the spin and cyclotron states.

A second planar Penning trap experiment at Ulm attempted to detect a single

electron [146]. The trap electrodes were cooled to below 100 mK, and the improved
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vacuum resulted in a hold time of 3.5 hours, increased from 22 seconds [144]. An RF

amplifier was used to nondestructively detect trapped electrons, but both the Ulm and

Mainz experiments reported axial resonances of several megahertz, broader than the

tuned circuit amplifier used for detection and orders of magnitude too broad to detect

a single electron. The final experimental report was not encouraging. It concluded

that the “lack of mirror symmetry” makes it “impossible to create a genuinely harmonic

potential” and that it is thus “impossible” to detect a single electron within a planar

Penning trap. Whether the situation changes with much smaller planar traps is being

considered [138].

A more optimistic conclusion is warranted. We have identified planar Penning trap

geometries than can in principle produce a sufficiently harmonic potential despite the

lack of mirror symmetry of the trap electrodes about the axial potential minimum,

and we have proposed a method for tuning the trap in situ to make the potential more

harmonic. We have demonstrated this tuning method with electrons in a prototype

trap and observed the resonance to narrow as expected. After a first pass at tuning

the trap, resonances were observed that are consistent with having trapped just one

electron, although improved stability is needed to be certain. It seems likely that a

single electron can indeed be trapped with the methods and apparatus presented in

this work.
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1.4 Quantum Information Processing with Trapped

Electrons

Several proposals for quantum information processing with trapped electrons were

spurred by the observations of one-quantum spin and cyclotron transitions of an

electron in a cylindrical Penning trap [5]. Initial proposals were to encode qubits in the

spin, cyclotron, and/or axial states of a single electron, and conditional gates between

these qubits were designed based on state-dependent transition frequencies [147–150].

A subsequent scheme consisted of open-endcap traps lying along the magnetic field

axis, with the axial states of electrons in neighboring traps coupled by the Coulomb

interaction when their axial frequencies were brought into resonance with each other

[151, 152]. A coaxial stack of cylindrical microtraps is scalable in principle, but only

along one dimension, and it would be a very difficult apparatus to fabricate in light of

the harmonic requirements for detecting a single electron and its spin/cyclotron state.

A different architecture, however, involves Penning traps with planar electrodes [137],

in which a two-dimensional array of traps could be more easily fabricated with existing

methods.

For spin qubits, logical |0� and |1� simply correspond to spin states |↓� and |↑�

relative to the static magnetic field. Single-qubit operations would then correspond to

single-spin rotations driven by microwave pulses of the appropriate frequency, dura-

tion, and phase. The spin frequencies of different electrons could be differentiated by

applying a magnetic gradient, in which case microwaves could be broadcast through-
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out the whole trapping volume,5 or each trap could be fabricated in the near-field of

a dedicated microstrip resonator.

For axial or cyclotron qubits, |0� and |1� are chosen to be the lowest two states

of the harmonic oscillator. Axial transitions would be driven by pulses of oscillating

voltages applied to a trap electrode. To keep the system in a linear combination

of only the two computational basis states, it is necessary either to differentiate the

transition frequencies by making the oscillator anharmonic or by using more complex

pulse sequences to make sure that no population remains in higher energy levels [150,

157,158]. Anharmonicity of the cyclotron motion arises from special relativity [120],

which gives a difference of about 200 Hz between the frequencies for the transitions

|0�c ↔ |1�c and |1�c ↔ |2�c. This anharmonicity cannot be increased; to avoid

driving unwanted transitions, the Rabi frequency must be kept much smaller than

the splitting of the transition frequencies, so this puts a stringent upper bound on

the speed of this type of gate. The axial potential, however, has tunable electrostatic

anharmonicity. As discussed in Chapter 2, the lowest-order anharmonic terms can

be tuned out for detecting the axial signal of one or more trapped electrons, but the

anharmonicity could also be tuned to maximize the level spacing of the axial states.

This splitting would be only of order 10 Hz for the traps fabricated in this work,

but it scales inversely with the trap size squared and becomes much larger in smaller

traps.

The spin and cyclotron states could be read out using the same quantum nonde-

molition method as the quantum jumps of Fig. 1.1, though other methods of readout,
5This is analogous to the ion trap systems investigated in Refs. [153–156] in which magnetic field

gradients differentiate qubit transition frequencies so that the driving fields need not be focused only
on a single ion, and thus microwave or RF fields can also be used instead of only lasers.
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such as capacitive charge-sensing (as in semiconductor quantum dots), have also been

suggested [139]. In the precision electron experiments, this readout is performed with

essentially unit fidelity with 1/4 second of averaging; however, there was no need to

optimize this for speed. Because a large-amplitude classical axial oscillation is used

for detection, a qubit stored in the axial degree of freedom would first have to be

swapped to the spin or cyclotron state in order to be read out [147].

Initialization is straightforward for the cyclotron state because it cools to the

ground state via synchrotron radiation when placed in the 100 mK environment es-

tablished by the dilution refrigerator [5].6 The spin state can be initialized by driv-

ing a spin transition and observing the sign of the resulting axial frequency shift.

The axial motion, however, thermalizes with the detection circuit with on average

�n�z ∼ 1000 phonons at the 5 K temperature of the axial amplifier. Realizing an ax-

ial qubit requires cooling the axial motion of an electron to its quantum-mechanical

ground state. This may be possible by transferring quanta from the axial motion to

the cyclotron motion and could be enhanced by cavity modes with the appropriate

geometry; this sideband cooling technique might also enable further improvements in

the measurement precision of the electron magnetic moment [6].

Finally, electrons could be coupled in various ways. Axial qubits of electrons in

neighboring traps could interact directly via the Coulomb interaction if their axial

frequencies are brought into resonance with each other [151, 152], though stronger

coupling could be achieved by coupling two traps with a wire connected to an electrode

of each trap [137, 159] (analogous to [160] for atomic systems). The latter also has

the added advantage of being able to couple electrons in distant traps, and could
6In a magnetic field of 5 T, �ωc/kB = 7 K.
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potentially even couple to a different kind of system.

Electron spins interact directly but weakly via dipole-dipole coupling. This can be

greatly enhanced if the Coulomb interaction mediates the coupling. Reference [161]

proposed introducing a strong linear magnetic gradient, which couples the spin of

each electron to its axial motion. The axial motions then interact via the Coulomb

interaction when their frequencies are matched, and the net result is an effective

spin-spin interaction formally equivalent to the J-coupling in NMR.7 This system

could then use the extensive set of pulse sequences developed for manipulating NMR

systems [58,60], but has the disadvantage of being relatively slow unless the gradients

are made extremely strong and the traps brought very close together. Such a system

could also be used to study a chain or array of interacting spins [162,163].

The promise of long coherence times motivates studies of single-electron qubits.

Trapped-electron qubits could potentially even realize dense coding by using more

than one quantized degree of freedom. Still, several preliminary steps must be taken

to establish whether trapped electron qubits are feasible. To use an electron spin as

a qubit, coherent spin manipulations must be demonstrated. Single-particle electron

spin resonance has recently been achieved in solid state systems [97–99], and direct

spin flips8 have been observed for a single electron in a Penning trap [164]. But the

magnetic bottle and special relativity cause thermal fluctuations in the axial energy
7The Hamiltonian has the same form as an ion trap system with a magnetic gradient and ions in

separate traps [156], but such a system has much weaker coupling between qubits than ions in the
same trap coupled by a common motional mode.

8“Direct” spin flips, due to a drive at ωs, are distinct from anomaly transitions, in which a drive
at ωa = ωs − ωc = (g/2 − 1)ωc causes a simultaneous spin flip and a cyclotron jump. These
transitions are driven in the electron magnetic moment experiment; because g/2− 1 is about 0.001,
it is advantageous to extract g by measuring the ratio of the anomaly frequency to the cyclotron
frequency rather than the ratio of the spin frequency to the cyclotron frequency.
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to generate what are essentially fluctuations in the magnetic field in the electron’s rest

frame (see [120, Sec. V.A]) and thus to broaden the spin resonance. To drive a coher-

ent transition, the Rabi frequency Ω must be greater than the spin frequency spread

δωs, and this has not yet been achieved. This decoherence could be avoided by meth-

ods such as increasing the microwave power, using a resonant cavity mode to increase

the oscillating magnetic field, turning off the magnetic bottle (see also Sec. 3.7.2), or

cooling the axial motion to its ground state; the latter is also a prerequisite for using

the axial motion as a qubit.

If these primary obstacles are overcome, the prospects for performing quantum

logic are favorable. Theoretical studies of decoherence in trapped electron systems

have concluded that many sources will be negligible at 100 mK, including the de-

coherence arising from coupling two traps with an ohmic wire [138, 159, 165]. Axial

qubits would be particularly susceptible to heating from thermal electrical noise in the

electrodes, but this noise can be reduced compared to ions’ motional modes because

the electron’s light mass results in a higher frequency, and Penning traps have the ad-

vantage of using only DC and not RF potentials. Trapped electrons are an attractive

system for these studies with many of the required features already demonstrated, but

a single-electron qubit still requires developing new experimental capabilities, even if

one electron can be suspended and detected in a Penning trap with planar electrode

geometry.
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1.5 Electrons in an Optimized Planar Penning Trap

This thesis reports progress toward realizing a one-electron qubit. We designed

planar Penning traps so that it should be possible to suspend and detect one electron

in a planar trap for the first time and suggested procedure for tuning a trap in situ

to compensate for inevitable fabrication imperfections (Chapter 2). We fabricated

planar Penning trap electrodes with optimized geometry and improved screening of

exposed insulating surfaces (Chapter 3) and placed a protoype trap in a 100 mK

environment with high-Q tuned-circuit amplifiers to detect the signal from trapped

electrons (Chapter 4). We have demonstrated the anharmonicity compensation pro-

cedure and observed the axial resonance to narrow as the potential becomes more

harmonic. After a first round of tuning, we observed a resonance narrow enough to

be consistent with having one electron in the trap, although better stability is re-

quired to demonstrate this with certainty. These results are promising for detecting

a single trapped electron with the traps and techniques presented here, which would

in turn enable further progress toward developing one-electron qubits and quantum

information processing with trapped electrons.
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Optimized Planar Penning Traps

A new design is required for a Penning trap that is scalable but still has the

properties required to observe one electron. Inspired by the examples of Sec. 1.3.2,

a study of planar Penning traps for one-electron applications was carried out in the

hope that a similar rigorous design approach will indicate the best route to observing

one electron in a planar trap [1]. This chapter is based on the work presented in

Ref. [1], a summary of which can be found in Ref. [166].

The central challenge of planar Penning trap design arises because unlike hyper-

bolic and cylindrical Penning traps, the electrodes of a planar Penning trap are not

symmetric when reflected across the x–y plane at the trap center, and hence, the

electrostatic potential lacks reflection symmetry as well. Because the potential con-

tains higher-order terms besides the ideal quadrupole (Eq. (1.3)), the frequency of a

particle oscillating in this potential will depend on the amplitude of oscillation. It is

thus said to be anharmonic because a harmonic oscillator’s frequency is amplitude-

independent. The axial amplitude is subject to thermal fluctuations resulting from

28
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its coupling to the detection circuit, and since the frequency is amplitude-dependent,

anharmonicity will broaden the axial resonance. If this broadening is too large, it will

be impossible to detect the axial signal from a small number of trapped electrons.

The goal of planar Penning trap design is to minimize the amplitude-dependence of

the axial oscillation frequency. This chapter focuses on calculating the relationship

between the amplitude-dependent axial frequency shifts and the electrode geometry

and applied potentials.

Section 2.1 describes the potential and potential expansions for a planar Penning

trap. Section 2.2 relates the amplitude dependence of the particle’s axial oscillation

frequency to the potential expanded around the equilibrium location of the trapped

particle. The axial oscillation of a trapped particle must be detected to tell that a

single particle is in the trap. Small shifts in this frequency will reveal spin flips and

one-quantum cyclotron transitions.

Two-gap traps (with two biased electrodes surrounded by a ground plane) are

shown in Sec. 2.3 to be inadequate for the observation and the manipulation of a single

electron. The considerable promise of three-gap traps (with three biased electrodes

surrounded by a ground plane) is the subject of Sec. 2.4. Optimized planar trap

configurations that make the particle’s oscillation frequency essentially independent

of oscillation amplitude are identified and discussed, along with the detection and

damping of the particle’s motion.

Section 2.5 estimates the size of the unavoidable deviations between ideal planar

Penning traps and the actual laboratory traps. Real traps have gaps between elec-

trodes, finite boundary conditions, and imperfections in the trap dimensions, all of
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which must be compensated by modifying the voltages applied to the trap electrodes.

A covered planar trap (a two-gap planar trap covered by a parallel conducting

plane) is proposed in Sec. 2.6.1 as a scalable way to make planar chip traps less

sensitive to nearby apparatus. An electron suspended midway between a mirror-

image pair of planar electrodes is shown in Sec. 2.6.2 to be in a potential with much

the same properties as is experienced by an electron centered in a cylindrical Penning

trap. For an electron initially loaded and observed in an “orthogonalized” mirror-

image trap, we illustrate in Sec. 2.6.3 the possibility of adiabatically changing the

applied trapping potentials to move the electron into a covered planar Penning trap

that is optimized.

The damping and detection of a particle in planar traps, covered planar traps,

and mirror-image traps are considered in Sec. 2.7. The optimization of damping and

detection is discussed, as are unique detection opportunities available with a covered

planar trap.

Section 2.8 corrects an earlier calculation [137] of the crucial amplitude-dependent

frequency shifts needed to characterize and optimize planar traps. Finally, Secs. 2.9

and 2.10 use the calculations of this work to analyze the properties of planar traps

built earlier in Mainz and Ulm. We show that the designs used were not adequate

for one-electron studies.



Chapter 2: Optimized Planar Penning Traps 31

2.1 Planar Penning Traps

2.1.1 The ideal to be approximated

An ideal Penning trap, which we seek to approximate, starts with a spatially

uniform magnetic field,

B = Bẑ. (1.2)

Superimposed is an electrostatic quadrupole potential, V2(ρ, z) in cylindrical coordi-

nates, that is a harmonic oscillator potential on the ρ = 0 axis,

V2(0, z) =
1

2
V0

�
z − z0

ρ1

�2

, (2.1)

where ρ1 sets the size scale for the trap and V0 sets the potential scale.

A particle of charge q and mass m on axis then oscillates at an axial angular

frequency

ωz =

�
q

m

V0

ρ1
2
, (2.2)

about the potential minimum at z0. The potential will trap a particle only if qV0 > 0.

The axial oscillation frequency ωz is the key observable for possible quantum

information studies. The one-quantum cyclotron and spin-flip transitions that have

been observed (e.g., Figs. 1.1a and 1.1b) were detected using the small shifts in ωz

caused by a quantum nondemolition coupling of the cyclotron and spin energies to

ωz.

For potentials that can be expressed on an axis of symmetry as a power series

in z − z0 (e.g., Eq. (2.1)), the general solution to Laplace’s equation near the point
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(0, z0) is related to the axial solution by the substitution,

(z − z0)
k →

�
ρ
2 + (z − z0)

2
�k/2

Pk [cos(θ)] , (2.3)

where cos(θ) = (z − z0)/
�

ρ2 + (z − z0)2 and Pk is a Legendre polynomial. We will

focus upon axial potentials throughout this work since this procedure can be used to

obtain the general potential in the neighborhood of any axial position when this is

needed.

Applied to the harmonic axial potential of an ideal Penning trap,

V2(ρ, z) =
V0

2

ρ
2 + (z − z0)2

ρ1
2

P2 [cos(θ)] . (2.4)

This quadrupole potential for an ideal Penning trap extends through all space.

2.1.2 Electrodes in a plane

A planar Penning trap (Figs. 1.6 and 2.1) starts with a spatially uniform mag-

netic field, as in Eq. (1.2). An electrostatic potential is produced by biasing N ring

electrodes in a plane perpendicular to the symmetry axis of the electrodes, ẑ. An

electrode with an outer radius ρi is biased to a potential Vi, as illustrated in Fig. 2.1.

Without loss of generality, the potential beyond the rings (ρ > ρN) is taken to be the

zero of the potential; that is, VN+1 = 0. The N gaps between biased electrodes are

taken initially to be infinitesimal, but this condition is relaxed in Sec. 2.5.1.

Two remaining boundary conditions,

V (ρ, z → ∞) = 0, (2.5a)

V (ρ → ∞, z) = 0, (2.5b)
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Figure 2.1: Rings of a planar Penning trap. The relative geometry of the
electrodes is that of the sample trap used to illustrate the general features
of planar traps. Infinitesimal gaps between electrodes are assumed until
Sec. 2.5.1.
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will be assumed to derive the potential for z ≥ 0. It is not always possible in a real

apparatus to keep all metal far enough away from the trap electrodes so that these

boundary conditions are accurately satisfied. We consider the case of finite boundary

conditions in Sec. 2.5.2.

Throughout this work, we will illustrate the basic features and challenges of a

planar Penning trap using a three-gap (N = 3) sample trap with dimensions

{ρi} = {1, 5.5, 7.5426} ρ1, (2.6)

for reasons discussed in Sec. 2.4. Figure 2.1 shows this relative geometry (to scale).

2.1.3 Scaling distances and potentials

It is natural and often useful to scale distances in terms of the radius of the

inner electrode ρ1. We will do so, using the notation z̃ = z/ρ1 and ρ̃ = ρ/ρ1. The

relative geometry of a planar Penning trap is then given by the set of dimensions

{ρ̃i} = {1, ρ̃2, ρ̃3, . . .}, for example.

It is natural and convenient to scale the trap potential V , along with the voltages

Vi applied to trap electrodes, in terms of a voltage scale, V0, to be determined. We will

then use scaled applied potentials, �Vi = Vi/V0, and a scaled trap potential, �V = V/V0.

2.1.4 Exact superposition

The potential produced by a planar Penning trap is a superposition

V (ρ̃, z̃) =
N�

i=1

Vi φi(�ρ, �z), (2.7)
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that is linear in the relative voltages applied to trap electrodes. The functions φi are

solutions to Laplace’s equation with boundary conditions such that φi = 1 on the

electrode that extends to ρi and is otherwise zero on the boundary. More precisely,

φi(ρ̃, 0) =






0, ρ̃ < ρ̃i−1

1, ρ̃i−1 < ρ̃ < ρ̃i

0, ρ̃ > ρ̃i

, (2.8a)

φi(ρ̃, z̃ → ∞) = 0, (2.8b)

φi(ρ̃ → ∞, z̃) = 0. (2.8c)

These potentials are independent of the voltages applied to the trap and depend only

upon the relative geometry of the trap electrodes.

Standard electrostatics methods [167,168] (see details in Appendix A) give the φi

that satisfy Laplace’s equation for z̃ ≥ 0 and the cylindrically symmetric boundary

conditions given previously,

φi(ρ̃, z̃) = ρ̃i

� ∞

0

dke
−kz̃

J1(kρ̃i)J0(kρ̃)

− ρ̃i−1

� ∞

0

dke
−kz̃

J1(kρ̃i−1)J0(kρ̃), (2.9)

with the convention that ρ̃0 = 0. The integrals are over products of Bessel functions.

On axis,

φi(0, z̃) =
z̃�

(ρ̃i−1)2 + z̃2
− z̃�

(ρ̃i)2 + z̃2
. (2.10)

Most of the properties of a planar Penning trap can be deduced from just the potential

on axis. Expressions equivalent to Eqs. (2.9) and (2.10) are in Ref. [137].

To emphasize the role of the N gaps of a planar trap, we define the gap potential
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across gap i as the difference ∆Vi ≡ Vi+1 − Vi. The axial potential is then given by

V (0, z̃) =
N�

i=1

∆Vi Φi(z̃), (2.11)

Φi(z̃) =
z̃�

(ρ̃i)2 + z̃2
− 1, (2.12)

a sum of contributions from the N gap potentials.

The axial potential can be computed exactly using Eqs. (2.7) and (2.10), or al-

ternately from Eq. (2.11). Figure 2.2 compares an ideal harmonic axial potential

to examples of axial potentials for optimized planar Penning trap configurations to

be discussed. Figure 1.6b shows equipotentials spaced by V0 for a planar Penning

trap (configuration I in Table 2.1). The equipotentials are calculated for infinitesimal

gaps, but the electrodes are represented with finite gaps to make them visible. The

equipotentials terminate in the gaps between electrodes. The dashed equipotentials

of an ideal quadrupole are superimposed near the trap center.

2.1.5 Expansion of the trap potential

To characterize the trap potential V (ρ̃, z̃) for z̃ ≥ 0, it suffices to focus upon

expansions of the potential on the ρ̃ = 0 axis. The potential near any expansion

point z̃0 on this axis can be obtained using the substitution of Eq. (2.3). The axial

potential due to one electrode, Eq. (2.10), can be expanded in a Taylor series as

φi(0, z̃) =
1

2

∞�

k=0

Cki(z̃ − z̃0)
k
. (2.13)

The expansion coefficients

Cki =
2

k!

�
∂
k
φi(0, z̃)

∂z̃k

�

z̃=z̃0

(2.14)
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Figure 2.2: (a) Trap potential on axis. (b) Difference between the trap
potential and a perfect harmonic potential on axis. The labels identify opti-
mized configurations of the sample trap (Tables 2.1 and 2.2), using Ck from
Eq. (2.15) and ak from Eq. (2.23).
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are analytic functions of the relative trap geometry, {ρ̃i}, and the relative location of

the expansion point, z̃0.

The full trap potential can be similarly expanded as

V (0, z̃) =
1

2
V0

∞�

k=0

Ck (z̃ − z̃0)
k
. (2.15)

The one expansion coefficient needed for k = 2 is so far written as V0C2. With no

loss of generality, we are thus free to choose C2 = 1. This determines V0 and the Ck:

V0 =
N�

i=1

C2iVi, (2.16)

Ck =
N�

i=1

Cki
�Vi. (2.17)

The latter equation, and the rest of this work, make frequent use of the scaled poten-

tials �Vi = Vi/V0. For the scaled potentials, Eq. (2.16) can be regarded as a constraint,
N�

i=1

C2i
�Vi = 1, (2.18)

that an acceptable set of relative potentials must satisfy.

A trap is formed at z̃ = z̃0 only if there is a minimum in the potential energy

qV (0, z̃) for a particle with charge q and mass m. The linear gradient in the potential

must thus vanish at this point, whereupon

C1 =
N�

i=1

C1i
�Vi = 0. (2.19)

Near the minimum, the potential energy will then have the form mωz
2(z − z0)2/2,

where ωz is the angular oscillation frequency of the trapped particle in the limit of a

vanishing oscillation amplitude. Comparing to the quadratic term in Eq. (2.15) gives

ωz
2 =

qV0

mρ1
2
, (2.20)
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the same as for the ideal case considered earlier because of our choice of V0. Forming

a trap thus requires that q and V0 have the same sign at z̃0. The sign of V0 can be

flipped if it is wrong by simply flipping the sign of all of the applied potentials.

2.1.6 Two viewpoints

Two different viewpoints of the potential expansions and equations are useful. The

first is needed to analyze the performance of an N -gap trap. The second facilitates

the calculation of optimized trap configurations. The point of view that we take to

analyze an N -gap trap starts with the N radii {ρi} and the N applied potentials {Vi}.

These are the 2N parameters that fully characterize such a trap. No interrelations

constrain the values of these parameters, so the difference of the number of parameters

and constraints is 2N .

The axial potential is then a superposition (from Eq. (2.7)) of the φi(0, z̃) from

Eq. (2.10) with scaled radii {ρ̃i} = {ρi}/ρ1. The extremum of V (0, z̃) is the z̃0

needed to evaluate the expansion coefficients Cki(ρ̃i, z̃0) using Eq. (2.14). All of the

properties of a trap at z̃ = z̃0 can then be determined. The potential scale V0(ρi, z̃0, Vi)

is determined using Eq. (2.16), the axial frequency from Eq. (2.2), and the expansion

coefficients Ck from Eq. (2.17). An example analysis for two existing planar Penning

traps is provided in Secs. 2.8–2.10.

The point of view we take to identify optimized planar trap configurations instead

uses 2N+2 parameters to characterize a planar trap. The effect of the two additional

parameters is compensated by the addition of the two constraints C1 = 0 and C2 = 1

(from Eqs. (2.18) and (2.19)). The difference of the number of the parameters and
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constraints is thus 2N , just as for our previous analysis.

We will first seek solutions for scaled trap configurations, for which there are 2N

parameters and two constraints. The parameters are the N scaled potentials {�Vi},

the N − 1 scaled radii {ρ̃i}, and the scaled distance z̃0 > 0. The two constraints,

C1 = 0 and C2 = 1, are from Eqs. (2.18) and (2.19). The difference of the number of

parameters and constraints for any scaled trap configuration is thus 2N − 2. We are

thus free to specify up to 2N − 2 additional constraints on the scaled radii and scaled

potentials, though not all constraints will have a set of parameters that satisfies them.

Once the 2N −2 scaled potentials and radii are chosen, we are then free to choose

two additional parameters to bring the difference of the parameters and constraints

back up to 2N . A convenient distance scale ρ1 and a convenient potential scale V0

can be chosen to get a desired axial frequency (using Eq. (2.20)). The radii are then

{ρi} = ρ1{ρ̃i}, and the applied potentials are {Vi} = V0 {�Vi}.

Before applying these general considerations to two- and three-gap traps, we dis-

cuss amplitude-dependent frequency shifts since these will determine the additional

constraint equations that we need to design optimized planar traps.

2.2 Axial Oscillations

In this section, we investigate the axial oscillation of a trapped particle near the

potential energy minimum of a planar Penning trap. In the following sections, Sec. 2.3

and Sec. 2.4, we investigate optimized planar Penning traps, realized by imposing

additional requirements on the design of planar traps (in addition to the two above)

to make the axial oscillation of a trapped particle more harmonic.
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The crucial observable for realizing a one-electron qubit is the frequency of the

axial oscillation of a trapped electron. One trapped particle will be observed in the

planar Penning trap only if the oscillation frequency is well enough defined to allow

narrow-band radiofrequency detection methods to be used. Small changes in the

particle’s oscillation frequency will signal one-quantum transitions of the qubit, as

has been mentioned.

For a perfect quadrupole potential, the motion of a trapped particle on the sym-

metry axis of the trap is perfect harmonic motion at a single oscillation frequency,

ωz, independent of the amplitude of the oscillation. For a charged particle trapped

near a minimum of the nonharmonic potential expanded in Eq. (2.15), the oscillation

frequency depends upon the oscillation amplitude.

2.2.1 Amplitude-dependent frequency

The oscillation frequency for a particle trapped near a potential minimum in a

planar Penning trap depends upon the oscillation amplitude. A derivation of this

amplitude dependence starts with applying Newton’s second law to get the equation

of motion. For a particle of charge q and mass m on the symmetry axis ẑ of the trap,

d
2

dt2
u+ (ωz)

2
u+ λ (ωz)

2
∞�

k=3

kCk

2
u
k−1 = 0, (2.21)

where u = z̃ − z̃0. The harmonic restoring force is presumed to be larger than the

additional (unwanted) terms. The latter are labeled with a dimensionless smallness

parameter λ that is taken to be unity at the end of the calculation.

Solutions are sought in the form of series expansions of the amplitude and the
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oscillation frequency in powers of the smallness parameter,

u = u0 + λu1 + λ
2
u2 + . . . , (2.22a)

ω = ωz + λω1 + λ
2
ω2 + . . . . (2.22b)

The lowest-order solution is a harmonic oscillation, with oscillation amplitude �A ρ1,

for which we chose the phase u0 = �A cos(ωt) with �A > 0.

By assumption, the lowest-frequency Fourier component of the particle’s axial mo-

tion is predominant. Fourier components at harmonics of ωz( �A), not shown explicitly

in the formula, have smaller amplitudes. The frequency contributions are determined

by the requirement that no artificial driving terms resonant at angular frequency ω

(“secular terms”) are introduced. This well-known method [169] is sometimes called

the Linstedt-Poincaré method. The result is that the oscillation frequency ω = ωz( �A)

is a function of oscillation amplitude �A for the harmonic Fourier component, given

by

ωz( �A) = ωz

�
1 +

∞�

k=2

ak
�Ak

�
. (2.23)

At zero amplitude, the oscillation frequency ωz( �A) → ωz, of course. There is no term

linear in the oscillation amplitude (contrary to Ref. [137], see Sec. 2.8).

The amplitude coefficients ak are functions of the potential expansion coefficients

Ck, each of which in turn is a function of the trap dimensions ρi and the potentials
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Vi applied to the trap electrodes.

a2 = −15(C3)2

16
+

3C4

4
, (2.24a)

a3 = −15(C3)3

16
+

3C3C4

4
(2.24b)

= C3a2, (2.24c)

a4 = −2565(C3)4

1024
+

645(C3)2C4

128
− 21(C4)2

64

− 105C3C5

32
+

15C6

16
, (2.24d)

a5 = −2565(C3)5

512
+

765(C3)3C4

64
− 69C3(C4)2

32

− 15(C3)2C5

2
+

3C4C5

4
+

15C3C6

8
(2.24e)

= (C5 − 2C3C4)a2 + 2C3a4, (2.24f)

a6 = −205845(C3)6

16384
+

159795(C3)4C4

4096

− 21039(C3)2(C4)2

1024
+

81(C4)3

256
− 13545(C3)3C5

512

+
1995C3C4C5

128
− 315(C5)2

128
+

3015(C3)2C6

256

− 57C4C6

64
− 315C3C7

64
+

35C8

32
, (2.24g)

a7 = 3C3a6 +
�
−3(C3)

3 − 4C3C4 + 2C5

�
a4

+
�
3(C3)

3
C4 + 4C3(C4)

2 − 2C4C5 − 3C3C6 + C7

�
a2. (2.24h)

The exact expressions derived for a8 and a9 take a great deal of space to display and

are not normally needed. A convention other than C2 = 1 would require that each

Ck in the previous equations be replaced by Ck/C2.

Several properties of the relationships between the Ck and ak will be exploited for

designing planar traps. Two combinations of potential expansion coefficients make
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a2 = 0:

C3 = C4 = 0 ⇒ a2 = 0, (2.25)

C4 =
5

4
(C3)

2 ⇒ a2 = 0. (2.26)

Relationships between the ak in Eqs. (2.24a–f) imply

a2 = 0 ⇒ a3 = 0, (2.27)

a2 = a4 = 0 ⇒ a2 = a3 = a4 = a5 = 0. (2.28)

One set of potential coefficients that produce this remarkable suppression of the low-

order ak is

C3 = C4 = C6 = 0

⇒ a2 = a3 = a4 = a5 = 0. (2.29)

Another is

C4 =
5

4
(C3)

2 and C6 = −7

2
C3[(C3)

3 − C5]

⇒ a2 = a3 = a4 = a5 = 0. (2.30)

It remains to investigate whether and how any or all of these attractive combinations

of Ck values can be produced by biasing a planar Penning trap.

2.2.2 Tunabilities

A change in the potential Vi applied to each electrode will change the axial fre-

quency ωz and will also change the amplitude dependence of the axial frequency by

changing a2. The orthogonalized hyperbolic, cylindrical, and open-access traps were
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designed so that the potential applied to one pair of electrodes changed the axial fre-

quency very little while changing a2. The potential on such compensation electrodes

could then be changed to tune a2 to zero without shifting the axial frequency out of

resonance with the detectors that were needed to monitor the improvement.

We define a tunability for each electrode,

γi ≡
1

ωz

∂ωz

∂Vi
/
∂a2

∂Vi
, (2.31)

to quantify how useful the electrodes will be for tuning a2. The tunabilities are

defined as generalizations of the single tunability γ used to optimize the design of the

orthogonalized traps.

Ideally, and this ideal was closely approximated in the orthogonalized traps, there

are compensation electrodes for which γi ≈ 0, and other electrodes for which γi is very

large in magnitude. In Sec. 2.4.2, we will review the tunabilities that were calculated

and realized for the cylindrical trap. In the sections that follow, we will compare

these to what can be realized with a planar Penning trap.

2.2.3 Harmonics of the axial oscillation

The largest Fourier components for the small-amplitude motion of the trapped

particle are given by

z̃ = z̃0 + �A0 + �A1 cos(ωt) + �A2 cos(2ωt) + �A3 cos(3ωt) + . . . . (2.32)
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By assumption, the harmonic Fourier component at frequency ω has the larger am-

plitude �A1 ≈ �A, with the harmonics then given by

�A1 = �A+
C3

2
�A2 +

�
29(C3)2

64
− C4

16

�
�A3 + . . . , (2.33)

�A2 =
C3

4
�A2 +

(C3)2

4
�A3 + . . . , (2.34)

�A3 =

�
3(C3)2

64
+

C4

16

�
�A3 + . . . . (2.35)

Insofar as �A � 1, these higher-order oscillation amplitudes are smaller, but they

depend critically upon the low-order potential expansion coefficients as well.

2.2.4 Thermal spread in axial frequencies

The image current induced in nearby trap electrodes by a particle’s axial motion

is sent through the input resistance of a detection amplifier circuit. The oscillating

voltage across the resistor is detected with a very sensitive cryogenic amplifier. En-

ergy dissipated in the resistor damps the axial motion, with some damping timescale

(γz)−1. Section 2.7 shows how the damping rate γz is related to the resistance for a

three-gap trap.

The damping brings the axial motion of a trapped particle into thermal equilib-

rium at the effective temperature of the amplifier. It is quite challenging to achieve a

low axial temperature with an amplifier turned on. For example, the electrodes of the

cylindrical Penning trap were cooled to 0.1 K with a dilution refrigerator. Even with

very careful heat sinking of a Metal Semiconductor Field Effect Transistor (MESFET)

amplifier that was run at an extremely low bias current, the axial temperature with

the amplifier operating was still Tz = 5.2 K [170]. We then used feedback cooling to
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bring the axial temperature as low as 0.85 K [170]. A lower axial temperature was

obtained, but only by switching the amplifier off during critical stages of the measure-

ment of the electron magnetic moment. For the estimates that follow, we will assume

an axial temperature of 5 K, but we stress that much higher axial temperatures are

very hard to avoid.

What has prevented the observation of one electron in a planar trap so far is the

large amplitude dependence of the axial frequency in such traps. Thermal fluctua-

tions of the particle’s axial energy make the particle oscillate at a range of Fourier

components, ∆ωz. In the cylindrical trap of Fig. 1.1c, this spread in frequencies is

less than the damping width, ∆ωz < γz. For earlier planar trap experiments, the

thermal spread of axial oscillation frequencies was much broader than the damping

width, ∆ωz � γz.

As a measure of the thermal width, we will consider only the lowest-order contri-

bution
∆ωz

ωz
≈ |a2|

kBTz
1
2mωz

2ρ1
2
. (2.36)

It should be possible to calculate neglected higher-order contributions if correlations

are considered carefully, but this lowest-order expression suffices for our purposes.

The tables that follow report the lowest-order thermal widths ∆fz = ∆ωz/(2π)

and the damping widths γz/(2π) in Hz. Vanishing values of ∆fz thus mean that

a2 = 0, whereupon there is typically not much thermal broadening of the damping

width. However, higher-order contributions ensure that there is always a nonvanishing

thermal width.
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2.3 Two-Gap Traps

A minimal requirement for a useful trap is that it be possible to bias its electrodes

to make the leading contribution to the amplitude dependence of the axial frequency

vanish, a2 = 0. We show here that this is not possible with a two-gap (N = 2) planar

trap.

A scaled two-gap planar trap is characterized by 2N = 4 parameters: ρ̃2, �V1,

�V2, and z̃0. These parameters must satisfy the two constraints C1 = 0 and C2 = 1

(Eqs. (2.18) and (2.19)). The difference of the number of parameters and constraints

is thus 2N − 2 = 2. Consistent with this, we can solve for any two of the parameters

in terms of the other two.

Unfortunately, if the additional constraint a2 = 0 is added, then there are no

sets of parameters that are solutions. An explicit demonstration that a2 cannot be

made to vanish comes from solving for �V1 and �V2 in terms of z̃0 and ρ̃2 using the two

constraint equations. These solutions yield

C3 =
−9(z̃0)4 + (ρ̃2)2 − 4(z̃0)2 [1 + (ρ̃2)2]

3 [z̃0 + (z̃0)3] [(z̃0)2 + (ρ̃2)2]
, (2.37)

C4 =
5 {15(z̃0)6 + 12(z̃0)4 [1 + (ρ̃2)2]− 3 [(ρ̃2)2 + (ρ̃2)4] + (z̃0)2 [4− 5(ρ̃2)2 + 4(ρ̃2)4]}

12 [1 + (z̃0)2]
2 [(z̃0)2 + (ρ̃2)2]

2 ,

(2.38)

a2 = −5
�
36(z̃0)

8 + (ρ̃2)
4 + 36(z̃0)

6
�
1 + (ρ̃2)

2
�
+ (z̃0)

2
�
(ρ̃2)

2 + (ρ̃2)
4
�

+(z̃0)
4
�
4 + 29(ρ̃2)

2 + 4(ρ̃2)
4
��

/

�
48(z̃0)

2
�
1 + (z̃0)

2
�2 �

(z̃0)
2 + (ρ̃2)

2
�2�

.

(2.39)

The amplitude coefficient a2 is explicitly negative for all values of z̃0 and ρ̃2, and it

only approaches zero in the not-so-useful limit that z̃0 → 0.
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The best that can be done with a two-gap trap is to use C3 = 0 as a third

constraint on the four parameters �V1, �V2, z̃0 and ρ̃2. Only the analytic solution for z̃0

is simple enough to display here,

z̃0 =
1

3

��
4(ρ̃2)4 + 17(ρ̃2)2 + 4− 2(ρ̃2)2 − 2. (2.40)

Figure 2.3 shows how the parameters of two-gap traps depend upon ρ̃2.
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Figure 2.3: Parameters of two-gap traps that make C3 = 0, as a function of
ρ̃2.
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Two-gap traps are not so useful given that it is not possible to do better than

make C3 = 0. It is not possible to make a2 = 0. For the remainder of our discussion

of planar traps, we concentrate on three-gap traps since these have much better

properties.

2.4 Optimized Three-Gap Traps

2.4.1 Overview

The goal of our optimization of a planar trap is to reduce the amplitude depen-

dence of the axial oscillation frequency of a trapped particle to a manageable level so

that the trapped particle’s oscillation energy is in a narrow range of Fourier compo-

nents. Otherwise, the oscillation energy will be broadened by noise-driven amplitude

fluctuations to a broader range of Fourier components. The signal induced by the

more harmonic axial oscillation can then be filtered with a narrow-band detector

that rejects nearby noise components, making possible the good signal-to-noise ratio

needed to detect the small frequency shifts that signal one-quantum transitions.

The dependence of the axial frequency ωz( �A) on the oscillation amplitude �A =

A/ρ1 is given by

ωz( �A)− ωz

ωz
= 1 + a2

�A2 + a3
�A3 + a4

�A4 + a5
�A5 + a6

�A6 + . . . , (2.41)

the low-order terms from Eq. (2.23). Since �A � 1, the lowest-order amplitude coef-

ficient a2 is the most important, followed by a3, and so on. Each of the coefficients

ak is a function (given in Eq. (2.24)) of the potential expansion coefficients. Each of
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these is determined by the geometry and the applied trapping potentials, which must

then be determined.

As discussed more generally in Sec. 2.1.6, a scaled three-gap planar Penning trap

configuration is specified by 2N = 6 parameters: ρ̃2, ρ̃3, �V1, �V2, �V3, and z̃0. These can

be chosen to realize desired properties of a trap. These parameters must satisfy the

two constraint equations C1 = 0 and C2 = 1 (Eqs. (2.18) and (2.19)). The difference

of the number of parameters and the number of constraints is thus 2N − 2 = 4.

The challenge is to identify sets of up to four useful constraint equations for which

solutions exist.

2.4.2 What is needed?

To estimate what is needed to observe a single trapped electron, it is natural

to look to the demonstrated properties of the cylindrical trap used to observe the

one-quantum transitions we seek to emulate. The electrodes of a cylindrical trap are

invariant under reflections z → −z about the position of the trapped particle. This

symmetry never holds for a planar Penning trap.

The first consequence of the reflection symmetry is that the odd-k expansion

coefficients Ck vanish. The second is that the low-order, odd-k ak vanish as well, since

these are proportional to the Ck with odd k. For a cylindrical trap, the frequency

expansion coefficients ak of Eq. (2.24) thus simplify to
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a2 =
3

4
C4, (2.42a)

a3 = 0, (2.42b)

a4 =
15

16
C6 −

21

64
(C4)

2
, (2.42c)

a5 = 0. (2.42d)

The odd-order ak thus vanish naturally for an ideal cylindrical Penning trap.

Care must be taken in making quantitative comparisons between the planar traps

and the cylindrical trap. Amplitudes and distances in the cylindrical trap were natu-

rally scaled by the larger value of d = 3.54 mm [125,171] rather than by ρ1 = 1.09 mm,

as in the sample trap considered here, for trap configurations that produce the same

axial frequency. The conversion between the C
(cyl)
k for the cylindrical trap [120, 171]

and the Ck for the planar trap is given by

Ck =
�
ρ1

d

�k−2 C
(cyl)
k

C
(cyl)
2

. (2.43)

We apply this conversion to reported values for the cylindrical trap for the rest of

this section.

The amplitude dependence of the axial frequency is reduced for the cylindrical

Penning trap by adjusting a single compensation potential applied to a pair of com-

pensation electrodes. The adjustment changes primarily C4, but also C6 to a lesser

amount. The adjustment continues until C4 ≈ 0, whereupon C6 ≈ −0.0008. The fre-

quency coefficients are then found using the appropriately converted Ck in Eq. (2.24).

This gives a2 = a3 = a5 = 0 and a4 = −0.0007.
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The resulting frequency-versus-amplitude curve is shown in Fig. 2.4 for ωz/(2π) =

64 MHz, and the corresponding thermal spread of axial frequencies is ∆fz = 0 Hz

since a2 = 0. The compensation potential is typically then adjusted slightly away

from C4 = 0 to make the axial frequency insensitive to small fluctuations about a

particular oscillation amplitude [172].

In practice, C4 = 0 is not realized exactly, but |C4| < 10−5 is typically achieved.

If C4 = −10−5 and C6 = −0.0008 as before, then the amplitude coefficients are

a2 = −8 × 10−6, a4 = −0.0007, and a3 = a5 = 0, the thermal spread of axial

frequencies is 0.5 Hz, and the frequency-versus-amplitude curve is as shown in Fig. 2.4.

The cylindrical trap is designed so that the axial frequency is much more insen-

sitive to the tuning compensation potential than to the potential applied to make

the main trapping potential. If we define the endcap electrode potential to be our

zero of the potential, the γi factors are γring = −141 and γcomps = 0.032. The latter

would have the value γcomps = 0 for the “orthogonalized” design for the cylindrical

trap, except for the unavoidable imperfections of a real laboratory trap.

2.4.3 Previous three-gap traps

In marked contrast to the cylindrical trap within which the one-quantum transi-

tions of a single electron were observed, the planar traps attempted so far were not

designed to make a2 = 0 and were not biased to make even C3 = 0. It is thus not so

surprising that attempts to observe one electron in a planar Penning trap have not

succeeded.

In fact, Fig. 2.5 shows that the three-gap trap geometries tried so far (crosses) are
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the earlier traps (crosses) at Mainz [144] and Ulm [146] as examples.
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outside of all of the shaded regions that we use to identify optimized trap geometries.

The best that could have been done for the earlier planar traps would have been to

make C3 = 0. In fact, any trap geometry represented in the upper triangular region

of Fig. 2.5 can be tuned to make C3 vanish. Sections 2.9 and 2.10 look more closely

at the design of earlier planar Penning traps and suggest that these were not biased

to make C3 = 0.

2.4.4 Optimize to a2 = a3 = a4 = a5 = 0

For a scaled three-gap, trap we must choose six parameters (ρ̃2, ρ̃3, �V1, �V2, �V3,

and z̃0) that solve the constraints of Eqs. (2.18) and (2.19). Our preferred path to

optimization starts from adding the constraints

C1 = 0, (2.44a)

C2 = 1, (2.44b)

a2 = a3 = 0. (2.44c)

What appear here to be four constraints are actually three constraints because a3 = 0

follows from a2 = 0 via Eq. (2.24c).

The difference of the number of parameters and constraints is three. Where so-

lutions exist, we might thus expect them to be functions of the two parameters that

specify the relative geometry and that a range of z̃0 might be possible. The shaded

area in Fig. 2.5 represents the relative geometries for which there are solutions. So-

lutions also do exist for a range of z̃0 values, as illustrated in Fig. 2.6 for our sample

trap geometry. The solutions are double-valued because the third constraint equa-
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tion is quadratic in the scaled potentials �V1, �V2, and �V3. The solid and dashed curves

distinguish the two branches.
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Figure 2.6: (a) Scaled potentials applied to the sample trap electrodes to
make a trap with a2 = 0, as a function of the position z̃0 of the axial potential
minimum. (b) The corresponding Ck. (c) The corresponding ak.

The left and right points in Fig. 2.6, with detailed properties in columns I and II
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of Tables 2.1 and 2.2, are trap configurations that satisfy the more stringent set of

constraints

C1 = 0, (2.45a)

C2 = 1, (2.45b)

a2 = a3 = a4 = a5 = 0. (2.45c)

What appear to be six constraints on the six parameters are actually four constraints,

in light of Eq. (2.28). The difference of the number of parameters and constraints is

thus two. When solutions exist, we will thus regard them as functions of the relative

geometry, ρ̃2 and ρ̃3, which will then determine a particular value of z̃0. The darkly

shaded region in Fig. 2.5 shows the relative geometries for which solutions can be

found.

For the solution that is the right point in Fig. 2.6, none of the potential coefficients

C3, C4, C5 and C6 vanish. The axial potential in Fig. 2.2 is thus clearly different from

a harmonic oscillator potential. Since C3 �= 0, the amplitude of the second harmonic

of the axial oscillation is the lowest-order term from Eq. (2.34),

�A2

�A1

=
C3

4
�A+ . . . . (2.46)

The amplitude of this second harmonic should still be relatively small insofar as

�A = A/ρ1 is small.

We discuss the solution that is the left point in Fig. 2.6 and column II in Tables 2.1

and 2.2 in Sec. 2.4.6.
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{�ρi} = {1, 5.5, 7.5426}
a2 = a4 = 0 C3 = C4 = 0

I II III IV

Eq. (2.45) Eqs. (2.45), (2.49) Eqs. (2.47), (2.49) Eq. (2.47)

�V1 −12.2615 −26.4192 −26.4192 −31.0353
�V2 −16.4972 −27.0861 −27.0861 −31.6642
�V3 −79.7942 −111.1415 −111.1415 −120.1261

�z0 2.3469 1.4351 1.4351 1.0250

C3 −0.1516 0.0000 0.0000 0.0000

C4 0.0287 0.0000 0.0000 0.0000

C5 −0.0156 −0.0112 −0.0112 0.0213

C6 0.0064 0.0000 0.0000 −0.0366

a2 0.0000 0.0000 0.0000 0.0000

a3 0.0000 0.0000 0.0000 0.0000

a4 0.0000 0.0000 0.0000 −0.0343

a5 0.0000 0.0000 0.0000 0.0000

a6 −0.0003 −0.0039 −0.0039 −0.0095

C11 −0.1205 −0.3737 −0.3737 −0.6810

C12 −0.1625 0.0443 0.0443 0.3356

C13 0.0521 0.0780 0.0789 0.0875

C(opt)
1d −0.3280 −0.5364 −0.5364 −0.7510

ρ̃(opt)d 3.3191 2.0295 2.0295 1.4496

γ1 −194.15 3.45 3.45 3.50

γ2 8.14 2.64 2.64 4.15

γ3 −1.56 −3.12 −3.12 1.61

Fig. 2.6 points Fig. 2.7 points

Right Left Right Left

Table 2.1: Scaled parameters for the sample planar trap geometry.
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{ρi} = {1.0909, 6, 8.2283} mm

a2 = a4 = 0 C3 = C4 = 0

I II III IV

Eq. (2.45) Eqs. (2.45), (2.49) Eqs. (2.47), (2.49) Eq. (2.47)

ρ1 1.0909 1.0909 1.0909 1.0909 mm

z0 2.5603 1.5655 1.5655 1.1182 mm

ρ(opt)d 3.6208 2.2140 2.2140 1.5814 mm

fz 64 64 64 64 MHz

V0 −1.0941 −1.0941 −1.0941 −1.0941 V

V1 13.4158 28.9064 28.9064 33.9572 V

V2 18.0504 29.6361 29.6361 34.6452 V

V3 87.3065 121.6051 121.6051 131.4355 V

∆fz 0.0 0.0 0.0 0.0 Hz

1: γz 2π 1.37 2π 13.16 2π 13.16 2π 43.70 s
−1

2: γz 2π 2.49 2π 0.19 2π 0.19 2π 10.61 s
−1

3: γz 2π 0.26 2π 0.57 2π 0.57 2π 0.72 s
−1

d: γ(opt)z 2π 10.14 2π 27.11 2π 27.11 2π 53.14 s
−1

Fig. 2.6 points Fig. 2.7 points

Right Left Right Left

Table 2.2: One set of absolute values for the sample planar trap geometry.
The broadening ∆fz is for a 5 K thermal distribution of axial energies. The
damping widths γz/(2π) are for the numbered electrode connected to R =
100 kΩ. Thermal frequency spreads ∆fz that are below 1 Hz will be very
difficult to realize in practice, owing to imperfections in real traps.
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2.4.5 Optimize to C3 = C4 = a2 = a3 = 0

A second path to optimizing the six parameters for a scaled trap configuration

starts with adding the constraint C3 = 0 to the two requirements for a trap, C1 = 0

and C2 = 1 (Eqs. (2.18) and (2.19)). All three constraint equations are then linear

in the scaled potentials �V1, �V2, and �V3, yielding single-valued solutions for a given z̃0,

ρ̃2, and ρ̃3. There are three more parameters than constraints. Solutions that give

C3 = 0 are possible for any relative geometry. The traps can be biased to make a

range of z̃0 values. For our sample trap geometry, the scaled potentials are plotted as

a function of z̃0 in Fig. 2.7. The resulting Ck and ak are shown as well.

The axial potential is more harmonic at the two points in Fig. 2.7, both of which

satisfy the more stringent set of constraints:

C1 = C3 = C4 = 0 (2.47a)

C2 = 1 (2.47b)

a2 = a3 = 0. (2.47c)

What appear to be six constraints on the six parameters for the scaled trap are actu-

ally four (since Eq. (2.47c) follows from Eq. (2.47a–b) via Eq. (2.24a–c)). There are

thus only two more parameters than constraints. Various relative trap geometries can

thus be biased to satisfy this set of constraints, as represented by the solid boundary

and arrows labeled C3 = C4 = a2 = a3 = 0 in Fig. 2.5, and z̃0 is thus determined for

each relative geometry. Note that although this region lies within the shaded area for

which a2 = a3 = a4 = a5 = 0 can be realized, in general, it is not possible to satisfy

both sets of constraints simultaneously.
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Figure 2.7: (a) Scaled potentials applied to our sample trap electrodes to
produce a trap with C3 = 0, as a function of z̃0. (b) The resulting Ck and
ak.
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For the sample trap geometry, two of the applied potentials are nearly the same,

making this nearly a two-gap trap, but a slight potential difference is needed. More

details about these solutions are in columns III and IV of Tables 2.1 and 2.2. Com-

pared to the optimized configuration in Eq. (2.45), the optimization of Eq. (2.47) has

a more harmonic potential (Fig. 2.2) but a less good suppression of the amplitude

dependence of the axial frequency, as long as a4 �= 0 and a5 �= 0.

Any solution with C3 = C4 = 0 (including the two points in Fig. 2.7 and columns

III–IV in Tables 2.1 and 2.2, as well as the left solution point in Fig. 2.6 column II

in Tables 2.1 and 2.2 described in the following section) has a suppressed harmonic

content compared to Eq. (2.46), with

�A2

�A1

=
5C5

12
�A3 + . . . , (2.48)

from Eqs. (2.33) and (2.34). The amplitude of higher harmonics is suppressed by

additional powers of �A.

We discuss the solution that is the right point in Fig. 2.7 and column III in

Tables 2.1 and 2.2 in the following section.

2.4.6 Harmonic optimization

The highest level of optimization can be achieved for traps that have C3 = C4 = 0

and additionally have the remarkable suppression of the amplitude dependence of the

axial frequency that comes from adding the constraint C6 = 0 (Eq. (2.29)). For this
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optimized harmonic configuration

C1 = C3 = C4 = C6 = 0, (2.49a)

C2 = 1, (2.49b)

a2 = a3 = a4 = a5 = 0. (2.49c)

What appear to be nine constraints are actually five (because Eq. (2.49c) follows from

Eq. (2.49a–b) via Eq. (2.24)). There is thus one more parameter to chose (ρ̃2, ρ̃3, �V1,

�V2, �V3, and z̃0) than there are constraints. The free parameter leads to a range of

possible relative geometries (the dashed line in Fig. 2.5). Missing from Eq. (2.49) is

C5 = 0, since there are no solutions when this constraint is added.

Our sample trap (filled circle in the dashed line in Fig. 2.5) is one example. For it,

the left solution point in Fig. 2.6 and the right solution point in Fig. 2.7 are actually

the same configuration, as is obvious from columns II and III of Tables 2.1 and 2.2.

This convergence of two solutions happens only for traps with relative geometries on

the dashed line in Fig. 2.5. For other traps in the shaded region where a2 = a4 = 0 can

be satisfied, these two solutions remain distinct, and the highly optimized constraints

of Eq. (2.49) cannot be satisfied for any choice of the trap potentials.

The optimized harmonic trap configurations (Fig. 2.8) involve only a very narrow

range of scaled distances z̃0 from the electrode plane to the axial potential minimum.

The scaled potentials needed are shown in Fig. 2.8b. The leading departure from a

harmonic potential is described by C5 = −0.011 (Fig. 2.8b). As mentioned, we find

no solutions to the constraint equations if a vanishing C5 is required.

The highly optimized properties of Eq. (2.49) are an optimized harmonic configu-

ration in that the leading departures from a harmonic axial potential vanish because
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Figure 2.8: (a) An optimized harmonic trap (Eq. (2.49)), as illustrated using
our sample trap geometry, is possible with only a small range of z̃0 values
and relative geometries. (b) The required scaled potentials. (c) The values
of C5, which remains non-zero.
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C3 = C4 = 0 at the same time that the amplitude dependence of the axial frequency

is strongly suppressed. A particle’s axial oscillation will thus have a very small am-

plitude at the overtones of the fundamental harmonic, as given by Eq. (2.48), with

the amplitude of higher harmonics suppressed by additional powers of �A.

2.4.7 Comparing amplitude-dependent frequency shifts

The optimized trap configurations greatly reduce the amplitude dependence of the

axial oscillation frequency. Avoiding frequency fluctuations caused by noise-driven

amplitude fluctuations is critical to resolving the small frequency shifts that signify

one-quantum cyclotron and spin transitions.

One way to compare the optimized configurations is in Fig. 2.4. The axial fre-

quency shift is shown as a function of oscillation amplitude for the three optimized

configurations of the sample trap. For one electron in the cylindrical trap, an oscilla-

tion amplitude of 0.1 mm was large and easily detected.

Another figure of merit is the frequency broadening for the thermally driven axial

motion of a trapped particle, which was discussed in Sec. 2.2.4. We use the 5 K axial

temperature realized and measured for a cylindrical Penning trap cooled by a dilu-

tion refrigerator [170], though it should be noted that realizing such a low detector

temperature is a challenging undertaking. Each trap configuration can thus be char-

acterized by the thermal broadening of the axial resonance frequency, as indicated

in Fig. 2.9. Imperfections in real planar traps and instabilities in applied potentials

will likely make it difficult to get thermal widths much less than 1 Hz for an axial

frequency of 64 MHz.
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Figure 2.9: Comparison of the frequency widths calculated for optimized
planar traps with a 5 K axial temperature. The imperfections of a real
planar trap will likely make it difficult to realize widths that are below 1 Hz
for an axial frequency of 64 MHz.

2.5 Laboratory Planar Traps

Planar Penning traps put into service in the laboratory will not have the ideal

properties described in the previous sections of this work. A real trap does not have

gaps of negligible width, does not have an electrode plane that extends to infinity,

does not have conducting boundaries at an infinite distance above the electrode plane

and at an infinite radius, and will not have exactly the ideal dimensions and the

perfect cylindrical symmetry that are being approximated. None of these have large

a impact on the results from an idealized calculation. However, the result is that the

potentials applied to the electrodes of a real laboratory trap will need to be adjusted

a bit from the ideal planar trap values to compensate for the unavoidable deviations

and imperfections.

The effect of nonnegligible gaps is calculated in Sec. 2.5.1. The effect of a finite

electrode plane and a finite conducting radial enclosure is discussed in Sec. 2.5.2.

Imperfections in the trap dimensions and symmetry are dealt with in Sec. 2.5.3 using

simple estimates that proved adequate for the design of earlier traps. These estimates

are used to discuss the tuning of the trap potentials required to compensate for

imperfections of this order (Sec. 2.5.4).
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2.5.1 Gaps between electrodes

Small gaps of some width w between electrodes are unavoidable, of course. As long

as w � z0, the potential variation at the position of the trapped particle caused by

the gaps should be small since the potential variation should diminish exponentially

with an argument that goes as w/z0. We assume that the gaps between electrodes

are deeper than they are wide since this is needed to screen the effect of any stray

charges on the insulators that keep the electrodes apart.

Solving exactly for the trapping potential using boundary conditions that include

deep gaps between the electrodes is a challenging undertaking. Instead we use a

simple and approximate boundary condition that was used to demonstrate the small

effect of the gaps in a cylindrical trap [125]. We take the potential in the electrode

plane across each gap to vary linearly between the potentials of the two electrodes.

The potential is thus determined everywhere in the electrode plane by the potentials

on the electrodes.

The basis of this approximation is illustrated by the equipotentials shown for

a planar trap in Fig. 1.6b (and later in Figs. 2.10b, 2.12b, and 2.14b). All the

equipotentials from the trapping volume must connect to equipotentials within the

gaps. Deep within a small but deep gap, the equipotentials will be locally similar to

the equipotentials between parallel plates, the plates being the vertical electrode walls

within the gap. The equipotentials will remain roughly parallel until they rise above

the electrode plane, whereupon they will spread. We make the approximation that in

the electrode plane, the potential in the gap varies linearly with radius between the

voltages applied to the two electrodes that are separated by the gap. Since the effect
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of the gaps is already small a better approximation should not be needed.

The completely specified electrode plane boundary is thus given by the electrode

boundaries and the linear change of potential between them at the gaps of width wi

(with �wi = wi/ρ1) centered at radius ρi. The solution to Laplace’s equation on axis

then becomes (see Sec. A.3)

V
gap(0, z) =

N�

i=1

∆Vi Φi(z̃), (2.50)

Φi(z̃) =
z̃

�wi
sinh−1

�
ρ̃i + �wi/2

z̃

�

− z̃

�wi
sinh−1

�
ρ̃i − �wi/2

z̃

�
− 1. (2.51)

In the limit of vanishing gap widths this potential becomes the potential of an ideal

planar trap in Eqs. (2.11) and (2.12).

Following the procedure outlined earlier (Sec. 2.4), this potential is expanded

about z̃ = z̃0. The sets of parameters that satisfy reasonable constraint equations

identify the optimized trap configurations that greatly reduce the amplitude depen-

dence of the axial frequency and make the trap potential more harmonic. We get

four optimized configurations, as before, but with applied potentials that are slightly

shifted.

Biasing a trap with a finite gap width as if it was an ideal planar trap with no gap

width is one approach. Table 2.3 shows the Ck and ak when ideal trap biases (from

Tables 2.1 and 2.2) are applied to the sample trap with w = 50 µm gap widths. The

broadening of the axial frequency ∆fz for a thermal distribution of axial frequencies

is still small enough that it should not prevent observing one electron in a trap with

such gaps.
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{�ρi} = {1, 5.5, 7.5426}
a2 = a4 = 0 C3 = C4 = 0

I II III IV

Eq. (2.45) Eqs. (2.45), (2.49) Eqs. (2.47), (2.49) Eq. (2.47)

�z0 2.3469 1.4351 1.4351 1.0250

C3 −0.1516 0.0000 0.0000 0.0000

C4 0.0287 0.0000 0.0000 0.0001

C5 −0.0156 −0.0112 −0.0112 0.0213

C6 0.0064 0.0000 0.0000 −0.0365

a2 0.0000 0.0000 0.0000 0.0000

a3 0.0000 0.0000 0.0000 0.0000

a4 0.0000 0.0000 0.0000 −0.0342

a5 0.0000 0.0000 0.0000 0.0000

a6 −0.0003 −0.0039 −0.0039 −0.0095

∆fz @ 5 K 0.3 0.3 0.3 2.7 Hz

Table 2.3: Finite gaps between the electrodes of the sample trap result in
different Ck and ak when the optimal potentials for the ideal trap (Tables 2.1
and 2.2) are applied. The gap width is w = 0.002 in = 50 µm.

Shifting the potentials applied to the electrodes improves the Ck and ak, as in-

dicated in Table 2.4. However, the predicted thermal widths then become smaller

than what imperfections (discussed in Sec. 2.5.3) will likely allow us to attain, so this

adjustment is not really needed.

The small size of these coefficients illustrates that realistic gaps between the elec-

trodes of a trap as large as our sample trap pose no threat to detecting a single

electron in a planar Penning trap. Simply biasing the trap as if it were a trap with

vanishing gap widths suffices. However, as planar traps get smaller, the gaps will

likely be relatively larger with respect to the trap dimensions. The use of Eqs. (2.50)

and (2.51) will then be required.

Practical considerations associated with gaps between electrodes are considered
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{�ρi} = {1, 5.5, 7.5426}
a2 = a4 = 0 C3 = C4 = 0

I II III IV

Eq. (2.45) Eqs. (2.45), (2.49) Eqs. (2.47), (2.49) Eq. (2.47)

δ�V1 −0.0008 0.0015 0.0015 −0.0076

δ�V2 −0.0006 0.0014 0.0014 −0.0076

δ�V3 0.0034 0.0048 0.0048 −0.0157

δV1 0.0009 −0.0016 −0.0016 0.0083 V

δV2 0.0006 −0.0015 −0.0015 0.0083 V

δV3 −0.0037 −0.0053 −0.0053 0.0172 V

∆fz @ 5 K 0.0 0.0 0.0 0.0 Hz

Table 2.4: Gaps of width w = 0.002 in = 50 µm between the electrodes of
our sample trap shift the scaled and absolute potentials that must be applied
to obtain the optimized trap configurations. The shifts are with respect to
the values calculated for a vanishing gap width in Tables 2.1 and 2.2.

in Secs. 3.4 and 3.5.

2.5.2 Finite boundaries

For laboratory traps, it is difficult to approximate an infinite electrode plane and to

keep all parts of the apparatus many trap diameters away from the trapping volume.

The effects of realistic finite boundary conditions are thus extremely important. For

smaller planar Penning traps, the finite boundaries may be less important.

One choice of finite boundary conditions comes from locating a planar trap within

a grounded conducting cylinder closed with a flat plate (Fig. 2.10). The boundary

conditions in the electrode plane are still given in Fig. 2.1 for ρ < ρc. The boundary
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Figure 2.10: (a) Planar trap enclosed within a conducting, capped cylinder.
Particles can be loaded through a tiny axial hole in the cover (not visible).
(b) Side view of the trap electrodes and equipotentials spaced by V0, with
the infinitesimal gaps between the electrodes widened to make them visible.
The equipotentials extend into the gaps between electrodes. The dashed
equipotentials of an ideal quadrupole are superimposed near the trap center.
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conditions at infinity in Eq. (2.5) are replaced by

V (ρc, z) = 0, (2.52)

V (ρ, zc) = 0. (2.53)

Particles can be loaded into the trap through a hole through the conducting plate

above that is small enough to negligibly affect the potential near the particle.

The solution to Laplace’s equation for z > 0 that satisfies these boundary condi-

tions can be written as (see Sec. A.6)

V (0, z̃) =
N�

i=1

∆Vi Φi(z̃; ρ̃c, z̃c). (2.54)

Standard electrostatics methods [167,168] give dimensionless potentials,

Φi(z̃; ρ̃c, z̃c) =
ρ̃i

ρ̃c

∞�

n=1

2J1(α0n
ρ̃i
ρ̃c
)

α0nJ1
2(α0n)

sinh
�
α0n

z̃−z̃c
ρ̃c

�

sinh
�
α0n

z̃c
ρ̃c

� , (2.55)

that are functions of the zeros of the lowest-order Bessel function, with J 0(α0n) = 0.

The potential off the axis is given by substituting V (ρ̃, z̃) for V (0, z̃) in Eq. (2.54)

and inserting J 0(α0nρ̃/ρ̃c) to the far right in Eq. (2.55). The planar trap described

in Eq. (2.11) is recovered in the limit of large ρ̃c and z̃c, insofar as the Φi(z̃; ρ̃c, z̃c)

reduce to the Φi(z̃) of Eq. (2.12).

The simplest approach is to bias the electrodes of the enclosed trap as if it was an

ideal planar trap with no enclosure, using the potentials tabulated in Tables 2.1 and

2.2. The size of the resulting Ck and ak coefficients are then displayed in Table 2.5 for

the conducting enclosure with dimensions ρc = 19.05 mm and zc = 45.72 mm (shown

to scale in Fig. 2.10), both substantially larger than ρ3 = 8 mm. The resulting
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{�ρi} = {1, 5.5, 7.5426}
a2 = a4 = 0 C3 = C4 = 0

I II III IV

Eq. (2.45) Eqs. (2.45), (2.49) Eqs. (2.47), (2.49) Eq. (2.47)

�z0 2.2406 1.2750 1.2750 0.8481

C3 −0.1586 −0.0034 −0.0034 0.0110

C4 0.0365 0.0082 0.0082 −0.0414

C5 −0.0193 −0.0081 −0.0081 0.0785

C6 0.0075 −0.0075 −0.0075 −0.0712

a2 0.0038 0.0062 0.0062 −0.0312

a3 −0.0006 0.0000 0.0000 −0.0003

a4 −0.0003 −0.0072 −0.0072 −0.0701

a5 0.0001 0.0000 0.0000 −0.0040

a6 −0.0004 −0.0069 −0.0069 −0.0064

∆fz @ 5 K 190 Hz 310 Hz 310 Hz 1600 Hz

Table 2.5: A conducting enclosure changes the Ck and ak when the optimal
potentials for an ideal planar trap (from Tables 2.1 and 2.2) are applied. The
enclosure for the sample trap is shown to scale in Fig. 2.10, with ρc = 19.05
mm and zc = 45.72 mm.
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thermal frequency shifts for a 5 K axial motion are large enough that this broadening

will make it hard to observe one electron and realize a one-electron qubit.

It is possible to do much better by shifting the potentials applied to the trap

electrodes, without changing the relative geometry of the electrodes. Table 2.6 shows

the required potential shifts and the calculated Ck and ak that result for each of the

four optimized planar trap configurations for an ideal planar trap (summarized in

Tables 2.1 and 2.2). The frequency broadening is small enough that it should be

possible to observe one electron within such a trap.

The configurations in columns II and III of Table 2.6 no longer coincide exactly,

however, even though both trap configurations still have very attractive properties.

The finite boundary conditions effectively shift the dashed line in Fig. 2.5 that repre-

sents the possible geometries for which an optimized three-gap trap can be realized,

so that the relative geometry of the sample trap no longer allows this highest level

of optimization. What could be done is to slightly change one of the trap radii to

compensate for the calculated effect of the finite boundary conditions. However, the

shift of geometry is often less than the size of the typical imprecision with which the

electrode radii of a real trap can be fabricated (discussed in the next section), so in

practice, this makes little sense.

2.5.3 Imprecision in trap dimensions and symmetry

A fabricated laboratory trap will not have exactly the intended dimensions and

symmetry because of unavoidable fabrication imprecision. Such effects can only be

estimated. The simple estimation method used here has proved itself to be adequate
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{�ρi} = {1, 5.5, 7.5426}
a2 = a4 = 0 C3 = C4 = 0

I II III IV

Eq. (2.45) Eqs. (2.45), (2.49) Eqs. (2.47), (2.49) Eq. (2.47)

δ�V1 1.2769 1.4585 1.6122 1.6247

δ�V2 1.1724 1.4626 1.6088 1.6239

δ�V3 1.9777 2.2179 2.6248 2.5540

δV1 −1.3971 −1.5958 −1.7640 −1.7777 V

δV2 −1.2828 −1.6003 −1.7603 −1.7768 V

δV3 −2.1639 −2.4267 −2.8719 −2.7944 V

�z0 2.3625 1.4333 1.4436 1.0225

C3 −0.1520 0.0013 0.0000 0.0000

C4 0.0289 0.0000 0.0000 0.0000

C5 −0.0155 −0.0111 −0.0113 0.0220

C6 0.0064 0.0000 0.0002 −0.0371

a2 0.0000 0.0000 0.0000 0.0000

a3 0.0000 0.0000 0.0000 0.0000

a4 0.0000 0.0000 0.0002 −0.0347

a5 0.0000 0.0000 0.0000 0.0000

a6 −0.0003 −0.0039 −0.0038 −0.0095

∆fz @ 5 K 0.0 0.0 0.0 0.0 Hz

Table 2.6: For a conducting enclosure around the sample trap, optimized
trap configurations can be obtained by shifting the applied potentials by δVi

and δ�Vi from the values for an ideal planar trap in Tables 2.1 and 2.2. The
enclosure for the sample trap is shown to scale in Fig. 2.10, with ρc = 19.05
mm and zc = 45.72 mm. Note that configurations II and III are now distinct.



Chapter 2: Optimized Planar Penning Traps 77

for the design of cylindrical traps [125] and open-access traps [127].

We start with an achievable fabrication tolerance of 0.001 in = 25 µm that is

realistic for existing traps of the size of our sample trap. (Whether smaller traps can

be constructed with better fractional tolerances is being investigated [140].) Adding

and subtracting the achievable tolerance to the radii ρ2 and ρ3 of a three-gap planar

trap makes variations (Table 2.7) from the design ideal (Tables 2.1–2.2).

These variations do not have the exact ratios of the trap radii needed to make an

optimized harmonic trap configuration (Eq. (2.49)) that is specified by the dashed

line in Fig. 2.5 and in Fig. 2.8a. The variations have better properties than what has

been observed to date with a laboratory planar trap. However, the imprecision in

the radii still makes the predicted broadening of an electron’s axial resonance for a 5

K thermal distribution of axial energies be too large to observe one trapped electron

very well. It would be virtually impossible to realize a one-electron qubit.

The solution must be to slightly adjust the potentials on the electrodes to recover

properties closer to the ideal, if this is possible. In the cases of the gaps and the

conducting enclosure, we saw that this could be done, at least in principle, by cal-

culating what the improved set of potentials should be. For imprecision in the trap

radii, however, the effective radii for the electrodes will be unknown, and hence, no

such calculation is possible. What is required is a procedure for tuning the potentials

of the trap to narrow the thermal broadening. In designing a trap, we must make

sure that the trap potentials can be tuned to compensate for imperfections of this

order. The tuning procedure and range is the subject of the next section.

Imperfections that are not axisymmetric are no doubt present. While it is pos-
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δρ2 −25 25 0 0 µm

δρ3 0 0 −25 25 µm

�z0 1.4809 1.3876 1.3966 1.4726

C3 0.0017 −0.0027 −0.0017 0.0012

C4 −0.0036 0.0038 0.0024 −0.0024

C5 −0.0108 −0.0112 −0.0111 −0.0110

C6 0.0011 −0.0016 −0.0012 0.0009

a2 −0.0027 0.0028 0.0018 −0.0018

a3 0.0000 0.0000 0.0000 0.0000

a4 0.0011 −0.0016 −0.0012 0.0009

a5 0.0000 0.0000 0.0000 0.0000

a6 −0.0031 −0.0048 −0.0046 −0.0033

∆fz @ 5 K 130 140 93 89 Hz

Table 2.7: Changes of 0.001 in = 25 µm for the electrode radii of the sample
trap deteriorate its performance when the potentials for an ideal optimized
harmonic configuration (from Tables 2.1 and 2.2) are applied.

sible with some effort to make calculations of potential configurations that are not

cylindrically symmetric [140], the input from imperfections that should be used in

such a calculation is difficult to estimate. Fortunately, the experience with earlier

traps suggests that this is not necessary for trap design.

2.5.4 Tuning a laboratory trap

The point of carefully designing the optimized traps for which the lowest order ak

vanish, preferably along with C3 and C4, is not that we actually expect to realize this

performance in a real laboratory trap. The previous section illustrates that radius

imprecision alone will keep this from happening. The reason for the careful optimized

designs is to make sure that imprecision alone will make these crucial coefficients differ

from zero. Notice in Table 2.7, that the imperfections considered do not make either
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a3 or a5 deviate much from zero, and a4 stays at an acceptably low value.

To make a useful trap, we need a way to tune the trap in situ to make a2 = 0. The

other important coefficients will remain small enough because of the optimized design.

For example, to tune out the effect of radius imperfections in our sample trap, the

trap must be tuned to change the size of a2 by about ±0.003. After each adjustment,

the width of the axial resonance line can be measured to see if the thermal broadening

has been reduced or increased.

For the cylindrical Penning trap used to observe one-quantum transitions of one

electron, tuning of the trap was essential to the observations that were made. In

that trap, like every trap within which precise frequency measurements are made, the

effect of imperfections could never be calculated well enough to be useful. In situ

tuning of a compensation potential was always needed.

For a cylindrical trap, tuning is a straightforward (if a bit tedious) matter. To a

good approximation, the potential applied to the compensation electrodes (Fig. 1.1c)

changes a2, while the potential applied between the endcap and ring electrodes

changes V0 and ωz. The axial resonance line is measured after every adjustment of

the compensation potential to see if the thermal broadening increased or decreased.

The orthogonalized design of this trap kept the change in the compensation potential

from changing the axial frequency very much at all. The axial resonance line was

thus easy to keep track of during trap tuning, and the axial oscillation never comes

close to going out of resonance with the detection circuit.

The tunability defined in Eq. (2.31) quantifies how much the axial frequency

changes for a given change in a2 when the potential on a particular electrode is
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changed. For the compensation electrodes of the cylindrical trap, the tunability was

0 for a perfect trap, and γcomps = 0.03 was realized for a laboratory trap (Sec. 2.4.2).

The much larger γring = −141 indicates that this electrode is for changing the axial

frequency of the trap rather than for tuning a2.

For a planar Penning trap, such an orthogonalization is unfortunately not possible.

Changing the potential on each electrode will change both a2 and ωz, as indicated by

the tunabilities in Table 2.1, which are not small and which do not vary much from

electrode to electrode in most cases (e.g., |γi|≈3 in one example). The result is that

it is necessary to adjust two or three of the potentials applied to the electrodes of a

three-gap trap for each step involved in tuning the trap. Adjustments of the applied

potentials must be chosen to vary a2 by a reasonable amount while keeping V0 and

ωz fixed.

Fig. 2.11 identifies the potentials for which a2 = 0 and a4 = 0 for our sample trap

with and without the radius imperfections of Table 2.7. For each point on this plot,

V1 has been adjusted so that V0 and hence the axial frequency ωz remain fixed. In

this example, it would be necessary to change V2 or V3 (along with V1 to keep V0

fixed) to achieve a2 = 0. However, by changing both V2 and V3 (along with V1), it

would be possible to make a2 = 0 while at the same time making a4 much smaller in

magnitude.
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Figure 2.11: The a2 = 0 (solid) and a4 = 0 (dashed) contours for the sample
trap with one of its radii displaced by the indicated distance as a function of
the potentials applied to the electrodes. V2 and V3 are changed as plotted,
and V1 is adjusted to keep the axial frequency at 64 MHz.
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Figure 2.12: (a) A covered planar Penning trap could be loaded through a
tiny axial hole in the cover (not visible). (b) Side view of the trap electrodes
and equipotentials spaced by V0, with the infinitesimal gaps between the
electrodes widened to make them visible. Some equipotentials extend into
the gaps between electrodes and some terminate at infinity. The dashed
equipotentials of an ideal quadrupole are superimposed near the trap center.
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2.6 Covers and Mirrors

2.6.1 Covered planar trap

A covered planar Penning trap (Fig. 2.12) is a planar trap that is electrically

shielded by a nearby conducting plane. The covered planar trap has some very

attractive features.

1. The electrodes are in a single plane that can be fabricated as part of a single

chip.

2. The conducting plane provides an easily controlled boundary condition above

the electrode plane that needs no special fabrication, nor any alignment beyond

making the planes parallel.

3. A trap that is radially infinite is well approximated if the radial extent of the

two planes beyond the electrodes is large compared to their spacing.

4. A covered planar trap is naturally scalable to an array of traps.

5. The axial motion of electrons in more than one trap could be simultaneously

detected with a common detection circuit attached to the cover.

6. The axial motions of electrons in more than one trap could be coupled and

uncoupled as they induce currents across a common detection resistor when the

axial motions of particular electrons are tuned into and out of resonance with

each other.

Three possible additional advantages emerge when the properties of the trapping

potential in a covered planar trap are considered.
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1. A two-gap covered planar trap can be optimized in much the same way as a

three-gap infinite planar trap.

2. Smaller gap potentials can sometimes be used to achieve optimized configu-

rations, permitting smaller gap widths and better screening of the exposed

insulator between electrodes.

3. In some cases, a smaller a6 can be realized for trap configurations with a2 =

a3 = a4 = a5 = 0.

These possibilities are illustrated below using an example.

The secondary advantages for planar Penning traps (mentioned at the beginning of

this chapter) may be diminished when a cover is used. Microwaves of small wavelength

can be introduced between the electrode plane and the cover. However, the added

complication of small striplines [99] is likely required for longer wavelengths. It should

not be significantly more difficult to load electrons with typical methods via small

holes in the electrodes, but if other loading mechanisms are used, then the electron

trajectories may be obstructed by the cover.

The potential between the electrode plane and the cover plane is a superposition

of terms proportional to the potentials applied to the electrodes, Vi, and the potential

applied to the cover plane, Vc (see Sec. A.4),

V (0, z̃) =
N�

i=1

∆Vi Φi(z̃; z̃c)

+Vc Φc(z̃; z̃c). (2.56)
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The grounded cover plane makes the Φi(z̃) of Eq. (2.12) dependent upon z̃c,

Φi(z̃; z̃c) = ρ̃i

� ∞

0

dk
sinh[k(z̃ − z̃c)]

sinh(kz̃c)
J1(kρ̃i), (2.57)

which approaches Φi(z̃) for large z̃c. Biasing the cover plane at a nonvanishing Vc

superimposes a uniform electric field, described by

Φc(z̃; z̃c) = z̃/z̃c, (2.58)

between the large electrode and cover planes.

The scaled geometry and potentials of a two-gap covered planar Penning trap are

characterized by six parameters (ρ̃2, z̃c, �V1, �V2, �Vc and z̃o). This is the same number

of parameters that characterize a three-gap planar trap with no cover electrode, the

optimization of which was discussed in detail in Sec. 2.4.

The trap geometries that can be optimized are represented in Fig. 2.13. The six

parameters can be chosen to satisfy the same set of four constraints considered in

Sec. 2.4, giving the various shaded regions in Fig. 2.13. The six parameters can be

chosen to satisfy the five constraints of Eq. (2.49) on the dashed curve in Fig. 2.13

for which C3 = C4 = C6 = a2 = a3 = a4 = a5 = 0.

The optimized harmonic configuration represented by the dot in Fig. 2.13 has

its scaled parameters listed in Table 2.8. One set of possible absolute parameters is

listed in Table 2.9. In the following section, we discuss other attractive features of

this particular configuration.

Figure 2.12b shows equipotentials spaced by V0 for a covered planar Penning trap

(configuration I in Table 2.8). The equipotentials are calculated for infinitesimal

gaps, but the electrodes are represented with finite gaps to make them visible. The
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Figure 2.13: Parameter space regions for which the indicated ak can be made
to vanish for a two-gap planar trap with a cover, along with the region and
the curve for which the indicated Ck can alternatively be made to vanish.
No optimized traps are possible in the unshaded region. The dotted line
indicates orthogonalized mirror-image traps formed from two sets of two-gap
planar trap electrodes, as described in Sec. 2.6.2
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equipotentials terminate in the gaps between electrodes or at infinity. The dashed

equipotentials of an ideal quadrupole are superimposed near the trap center.

Covered planar traps are scalable in that an array of traps can share the same

covering plane at potential Vc, with the axial frequency and the harmonic properties

of each trap being tuned by the potentials applied to the other electrodes. The tuning

is analogous to three-gap traps, for which a2 can be tuned at constant frequency by

changing only V1 and V2 while leaving V3 fixed, as shown in Fig. 2.11.

The effect of a grounded radial boundary at ρ̃c (rather than at infinity) can also

be calculated (see Sec. A.6). The superposition

V (0, z̃) =
N�

i=1

∆Vi Φi(z̃; ρ̃c, z̃c)

+Vc Φc(z̃; ρ̃c, z̃c) (2.59)

has dimensionless potentials that depend upon the distance to the radial boundary,

ρ̃c, as well as upon z̃c. The first of these,

Φi(z̃; ρ̃c, z̃c) =
ρ̃i

ρ̃c

∞�

n=1

2J1(α0n
ρ̃i
ρ̃c
)

α0nJ1
2(α0n)

sinh
�
α0n

z̃−z̃c
ρ̃c

�

sinh
�
α0n

z̃c
ρ̃c

� , (2.55)

was used earlier to describe a grounded enclosure around a planar trap. The second,

Φc(z̃; ρ̃c, z̃c) =
∞�

n=1

2

α0nJ1(α0n)

sinh
�
α0n

z̃
ρ̃c

�

sinh
�
α0n

z̃c
ρ̃c

� , (2.60)

goes to the uniform field limit of Eq. (2.58) in the limit of large ρ̃c. These potentials

can be used to investigate radial boundary effects as needed, though we will not give

examples here.
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{�ρi} = {1, 4.4572}, z̃c = 5.5914

a2 = a4 = 0 C3 = C4 = 0

I II III IV

Eq. (2.45) Eqs. (2.45), (2.49) Eqs. (2.47), (2.49) Eq. (2.47)

�V1 23.6322 23.9786 23.9786 24.2851
�V2 19.0275 23.3251 23.3251 23.6609
�Vc 21.2413 29.8478 29.8478 32.4943

�z0 2.4214 1.4338 1.4338 1.0306

C3 −0.1532 0.0000 0.0000 0.0000

C4 0.0294 0.0000 0.0000 0.0000

C5 −0.0143 −0.0099 −0.0099 0.0208

C6 0.0057 0.0000 0.0000 −0.0351

a2 0.0000 0.0000 0.0000 0.0000

a3 0.0000 0.0000 0.0000 0.0000

a4 0.0000 0.0000 0.0000 −0.0329

a5 0.0000 0.0000 0.0000 0.0000

a6 −0.0003 −0.0038 −0.0038 −0.0096

C11 −0.1155 −0.3781 −0.3781 −0.6789

C12 −0.2558 −0.0690 −0.0690 0.2056

C1c 0.3577 0.3577 0.3577 0.3577

C(opt)
1d −0.3715 −0.5521 −0.5521 −0.7545

γ1 −142.78 3.37 3.37 3.47

γ2 6.72 2.34 2.34 4.28

γc 7.64 0.00 0.00 0.00

Table 2.8: Scaled parameters for the sample two-gap covered planar trap
geometry.
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{�ρi} = {1, 4.4572}, z̃c = 5.5914

a2 = a4 = 0 C3 = C4 = 0

I II III IV

Eq. (2.45) Eqs. (2.45), (2.49) Eqs. (2.47), (2.49) Eq. (2.47)

ρ1 1 1 1 1 mm

z0 2.4214 1.4338 1.4338 1.0306 mm

ρ(opt)d 4.6396 2.1166 2.1166 1.4797 mm

fz 64 64 64 64 MHz

V0 −0.9194 −0.9194 −0.9194 −0.9194 V

V1 −21.7271 −22.0456 −22.0456 −22.3274 V

V2 −17.4936 −21.4448 −21.4448 −21.7535 V

Vc −19.5290 −27.4416 −27.4416 −29.8749 V

∆fz 0.0 0.0 0.0 0.0 Hz

1: γz 2π 1.50 2π 16.03 2π 16.03 2π 51.68 s
−1

2: γz 2π 7.34 2π 0.53 2π 0.53 2π 4.74 s
−1

c: γz 2π 14.35 2π 14.35 2π 14.35 2π 14.35 s
−1

d: γ(opt)z 2π 15.47 2π 34.18 2π 34.18 2π 63.83 s
−1

Table 2.9: A set of absolute values for the sample two-gap covered planar
trap geometry.
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Figure 2.14: (a) A mirror-image Penning trap is formed with two sets of
planar trap electrodes facing each other. Particles can be loaded through a
tiny axial hole in one of the electrodes (not visible). (b) Side view of the
trap electrodes and equipotentials spaced by V0, with the infinitesimal gaps
between the electrodes widened to make them visible. The equipotentials
extend into the gaps between the electrodes. The dashed equipotentials of
an ideal quadrupole are superimposed near the trap center.
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2.6.2 Mirror-image trap

A mirror-image planar trap (Fig. 2.14) is a set of two planar electrodes that are

biased identically and face each other. The axial potential (see Sec. A.5),

V (0, z̃) =
N�

i=1

∆Vi [Φi(z̃; z̃c) + Φi(z̃c − z̃; z̃c)] , (2.61)

is a function of the dimensionless potentials defined in Eq. (2.55).

For a two-gap mirror-image trap, there are only four scaled parameters to be

chosen (ρ̃2, z̃c, �V1, �V2). The mirror-image symmetry of the electrodes ensures that the

potential minimum is midway between the electrode planes and that all odd-order

Ck vanish. The constraints are C2 = 1, C4 = 0, and C22 = 0, the latter giving the

orthogonality property discussed in the following. With one more parameter than

constraints, the possible geometries for a two-gap mirror-image trap are given by the

dotted curve in Fig. 2.13. The filled circle on this curve represents the trap geometry

that is used to illustrate the properties of a mirror-image trap in Fig. 2.14 and in

Tables 2.10 and 2.11.

The properties of a mirror-image trap are similar to those of the cylindrical Pen-

ning trap (Fig. 1.1c) used to suspend one electron and to observe its one-quantum

cyclotron transitions and spin flips. A charged particle suspended midway between

the two electrode planes sees a potential that is symmetric under reflections across

this midplane, in which case, all odd-order potential coefficients (C3, C5, etc.) vanish,

as for the cylindrical trap (Sec. 2.4.2). Also, as for a cylindrical trap, we can choose

the potentials applied to the trap electrodes so as to make a trap with a very small

C4, whereupon a2 and a3 are very small.

A useful property of mirror-image traps and cylindrical traps is that both of
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{�ρi} = {1, 4.4572}, z̃c = 5.5914

C3 = C4 = 0, Eq. (2.47)

�V1 = �V top
1 13.9582

�V2 = �V top
2 12.3743

�V3 = �V top
3 0.0000

�z0 2.7957

C3 0.0000

C4 0.0000

C5 0.0000

C6 0.0015

a2 0.0000

a3 0.0000

a4 0.0014

a5 0.0000

a6 0.0002

C11 = −Ctop
11 −0.0811

C12 = −Ctop
12 −0.2624

C13 = −Ctop
13 −0.0142

C(opt)
1d −0.3577

ρ̃(opt)d ∞
γ1 = γtop1 4.35

γ2 = γtop2 0.00

γ3 = γtop3 −33.96

Table 2.10: Scaled parameters for the sample two-gap mirror-image planar
trap geometry.



Chapter 2: Optimized Planar Penning Traps 93

{�ρi} = {1, 4.4572}, z̃c = 5.5914

C3 = C4 = 0, Eq. (2.47)

ρ1 1 mm

z0 2.7957 mm

ρ(opt)d ∞ mm

fz 64 MHz

V0 −0.9194 V

V1 = V top
1 −12.8330 V

V2 = V top
2 −11.3768 V

V3 = V top
3 0.0000 V

∆fz 0.0 Hz

1: γz 2π 0.74 s
−1

2: γz 2π 7.72 s
−1

3: γz 2π 0.02 s
−1

d: γ(opt)z 2π 14.35 s
−1

Table 2.11: A set of absolute values for the sample two-gap mirror-image
planar trap geometry.

these can be “orthogonalized” in a way that a planar trap cannot. A single potential

(applied to a pair of electrodes with mirror-image symmetry) is tuned to minimize

the amplitude-dependence of the axial frequency. The trap is orthogonalized in that

this tuning does not change the axial frequency, which in general would take it out

of resonance with the detection circuit.

Figure 2.14b shows equipotentials spaced by V0 for the mirror-image Penning

trap of Table 2.10. The equipotentials are calculated for infinitesimal gaps, but the

electrodes are represented with finite gaps to make them visible. The equipotentials

terminate in the gaps between electrodes. The dashed equipotentials of an ideal

quadrupole are superimposed near the trap center.
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2.6.3 Mirror-image trap transformed to a covered trap

At least for initial studies, it may be useful first to load an electron into the

center of an orthogonalized mirror-image trap. The presence of a single electron

can be determined using the established methods used in cylindrical Penning trap

experiments. The challenge is then to adiabatically change the potentials applied to

the electrodes to turn the mirror-image trap into a covered planar trap. It is crucial

that the electron not be lost. If a high-quality trapping well can be maintained

throughout the transfer, then it may even be possible to monitor the electron at

intermediate points between the two configurations.

We investigate the feasibility of transferring from the mirror-image trap discussed

above (Tables 2.10 and 2.11) to the optimized covered planar trap discussed in the

last section (Tables 2.8 and 2.9). The electrode geometry chosen for our example is

the lone point in Fig. 2.13 for which it is possible to make an orthogonalized mirror-

image trap and also to make the most highly optimized covered planar Penning trap.

The potentials applied to achieve the mirror-image trap are those to the far right in

Fig. 2.15. The potentials applied to realize the covered planar trap are those to the

far left in Fig. 2.15.

For these traps, there are six parameters to choose: five relative trap potentials

(�V1, �V2, �V top
1 , �V top

2 , �V top
3 ) and z̃0. During the transfer, we can choose a particular

z̃0 as a constraint, along with four others that we have discussed earlier, C1 = C3 =

C4 = 0 and C2 = 1. Since there are more parameters than constraints, there is some

freedom in the choice of potentials during the transfer, provided that solutions exist.

Our choice of intermediate potentials in Fig. 2.15 was made to avoid large potential
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Figure 2.15: One set of applied potentials that relocates an electron centered
between the electrode planes of a mirror-image planar trap (far right) to a
covered planar trap (far left), while keeping the axial frequency constant and
keeping a2 = a3 = C3 = C4 = 0.

differences between electrodes (discussed in Sec. 3.5). The axial oscillation frequency

does not change during the transfer. Also, the trap remains optimized during every

point in the transfer, with a2 = a3 = C3 = C4 = 0. It may thus be possible to detect

the electron’s axial oscillation at every step of the transfer.

2.7 Damping and Detecting an Axial Oscillation

2.7.1 Damping and detection in a planar trap

The damping rate γz for the axial motion of a trapped particle is the observed res-

onance linewidth for the axial motion in the limit of a vanishing oscillation amplitude.

A thermal distribution of axial oscillation amplitudes broadens the observed resonance

linewidth when the axial frequency is amplitude dependent. When the oscillation en-
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ergy has Fourier components that extend well beyond the damping linewidth, it is

difficult to detect the oscillation with the narrow-band detection methods needed to

observe the small signal from a single particle. For the cylindrical Penning trap used

to observe one-quantum transitions of a single trapped electron [5], this was not a

problem. The thermal anharmonicity contribution to the linewidth was less than the

damping linewidth. For the Ulm planar trap, the situation was very different. The

thermal width was about 105 times larger than the damping linewidth, making it

impossible to observe a single electron at all [146].

In the preceding sections, we focused on minimizing the amplitude dependence

of the axial frequency so that the thermal broadening could be reduced. Just as

important is increasing the axial damping linewidth. Here we discuss what is needed

to maximize the electron’s damping rate. Maximizing the damping maximizes the

detected signal as well.

The usual method to probe the axial oscillation of a single trapped particle is

to detect the current that its axial motion induces in a resistor R connected to its

electrodes [3, 120]. This resistance also damps the motion. The energy dissipated in

the resistor comes from the axial motion of the trapped particle, which is thereby

damped to the bottom of the axial potential well. In practice, the resistor is a tuned

circuit that is resonant at the axial oscillation frequency, at which frequency it acts

as a pure resistance.

For a planar Penning trap, Fig. 2.16 illustrates how the AC connections between

the circuit and the electrodes can be made to the same electrodes that are DC biased

to form the trapping potential. Alternatively, an extra gap (e.g., the dashed circle
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Figure 2.16: The electrical circuit used to bias, detect, damp, and drive a
trapped particle’s axial motion. An extra gap (dashed circle) in the electrodes
of the planar trap can be added to optimize the damping and detection
without changing the electrostatic properties of an optimized planar trap.
The relative trap geometry is that of the sample trap.

labeled ρd in Fig. 2.16) can be added to one of the trap’s electrodes to maximize

the damping and detection, as will be discussed. This damping-detection gap can

coincide with one of the gaps already chosen to minimize the amplitude dependence

of the axial frequency. When the extra gap does not coincide with one of the others,

the extra gap will not change the electrostatic trapping potential insofar as the same

DC bias voltage is applied to either side of the additional gap.

The circuit in Fig. 2.16 represents one way to connect the detection and damping

resistance, R, to the electrodes of a three-gap planar trap. The current induced by

the particle’s axial oscillation makes an instantaneous voltage VI across the resistor.

This induced voltage exerts a reaction force on the trapped particle. The thermal

Johnson noise from random electron motions within the resistor induces an additional

instantaneous noise voltage Vn across the resistor and electrodes. The oscillatory

voltage VI + Vn on the effective damping electrode for which ρ < ρd both drives the



Chapter 2: Optimized Planar Penning Traps 98

particle’s axial motion and is detected.

The particle is in the near field of the potential

Vosc = (VI + Vn)φd, (2.62)

produced by this oscillatory voltage, where the electrostatic potential

φd(z̃) = 1− z̃�
(ρ̃d)2 + z̃2

(2.63)

follows from Eq. (2.10).

For a potential Vi applied to electrode i, the instantaneous electric field on a

particle oscillating near its equilibrium position at z̃ = z̃0 is

Ei(z̃0) ≈ −D1

2ρ1
Vi. (2.64)

The factor D1 depends upon electrodes to which a voltage is applied to make the

field. For a voltage applied just to the damping and detection electrode,

D1 = C1d =
−2(ρ̃d)2

[(z̃0)2 + (ρ̃d)2]
3/2

, (2.65)

where the potential expansion coefficient C1i is defined in Eqs. (2.13) and (2.14).

There is a maximum coupling of the circuit and a trapped particle insofar as C1d

has a maximum magnitude at

ρd =
√
2 z̃0. (2.66)

The coupling coefficient is then given by

C
(opt)
1d =

−4× 3−3/2

z̃0
≈ −0.77

z̃0
. (2.67)

Figure 2.17a illustrates the maximum for all values of z̃0.
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Figure 2.17: (a) The coefficient C1d that describes the coupling and the plot-
ted product z̃0C1d both have a maximum magnitude at ρ̃d =

√
2z̃0. (b)

Electric field coefficients that describe the damping rates and detection effi-
ciency for the sample trap.
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If instead the electrodes of the optimized planar trap are attached to the resistor,

without adding an extra gap at ρd, then D1 is the sum of the C1i for the electrodes

attached to the resistor. If, for example, the central two electrodes are attached to

the detection circuit, then D1 = C11 + C12. The coefficients C1i for the optimized

configurations of our sample trap are listed in Table 2.1, as is C
(opt)
1d . Figure 2.17b

shows how the various possibilities for these coefficients and sums depend upon z̃0.

The induced signal,

VI =
qD1

2ρ1
Rż, (2.68)

is proportional to the axial velocity of the oscillating particle, as well as to D1 and

R [120]. The damping force that arises from this induced potential produces the

damping rate for a particle of charge q and mass m,

γz =

�
qD1

2ρ1

�2
R

m
, (2.69)

which goes as the square of D1 [120]. One power of D1 arises because the induced

current is proportional to D1. The second power arises because a potential on the

electrodes induces a damping force that is also proportional to D1. The damping rates

for a resistor connected between a single electrode and ground are listed in Table 2.2

for R = 100 kΩ. The maximum damping rate γ(opt)
z that pertains for Eq. (2.66) is also

tabulated for comparison. As noted previously, if the resistor is connected to more

than one electrode, then the appropriate coefficients C1i for the connected electrodes

must be summed to make D1 before squaring.

The thermal Johnson noise in the resistor drives a particle that is near its equi-
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librium location with a driving force

Fn ≈ qD1

2ρ1
Vn. (2.70)

For the circuit shown in Fig. 2.16, we have D1 = C1d.

An external driving force may be added to drive the axial motion of a trapped

particle. Such a driving force has the advantage that a larger oscillation amplitude

and hence a larger induced signal is produced at just the frequency of the drive in the

steady state. A larger oscillation amplitude, of course, makes it more important to

minimize the amplitude dependence of the axial frequency. One choice is to apply an

oscillatory driving voltage VD to the third electrode, between ρ2 and ρ3, as indicated

in Fig. 2.16. The applied driving potential, VD, produces a driving force on a particle

near its equilibrium location that is given by

FD ≈ qD1

2ρ1
VD. (2.71)

For VD applied to the third electrode, we have D1 = C13.

2.7.2 Damping and detection in a covered trap

For a covered planar trap, the damping and the detected signal is maximized by

introducing an extra gap at radius ρd and connecting the damping resistor to each

of the electrodes with radius ρ ≤ ρd. The choice ρ
(opt)
d that gives the maximum

damping and detection signal, along with the corresponding C
(opt)
1d and γ

(opt)
z , are

displayed in Tables 2.8 and 2.9. This detection configuration offers an appreciable

detection efficiency. For some achievable values of z0, the detection efficiency is nearly

maximized without needing to make an extra gap in the electrode plane.
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As mentioned earlier, covered planar traps are scalable in that an array of traps can

share the same covering plane, with the axial frequency and the harmonic properties

of each trap being tuned separately by the potentials applied to the other electrodes.

Multiple traps can also share the same detection circuit if the detection resistor is

attached to the covering plane—a great simplification in practice. Many trapped

electrons could be simultaneously detected with one circuit if their axial frequencies

are tuned to be slightly different from each other but within the detector’s bandwidth.

A coupling between two electrons takes place during the time that their two traps

are tuned to make their axial frequencies the same.

2.7.3 Damping and detection in a mirror-image trap

For a mirror-image trap, the damping and hence the signal are maximized by

connecting all of the electrodes in one plane to the damping resistor (i.e., ρ(opt)d → ∞).

Choosing ρd = zc/2 gives γz that is 64% of the total possible damping. Choosing

ρd = zc gives γz that is 98% of the total possible damping. For the sample mirror-

image planar trap (Tables 2.10 and 2.11), connecting the damping resistor to the first

two electrodes of one of the planes (i.e., choosing ρ̃d = ρ̃2) results in γz = 2π 13.23

s−1, which is 92% of the damping that would result from detecting the signal induced

on the entire electrode plane.

2.8 An Earlier Calculation

Minimizing the amplitude dependence of the axial frequency is the key to designing

a planar trap within which a single electron can be suspended and used to realize
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a one-electron qubit. An accurate description and prediction of the properties of a

planar Penning trap configuration thus requires calculating the amplitude dependence

of the axial frequency. Here we correct an earlier calculation [137] of the amplitude-

dependent frequency shifts.

Earlier in this work, the amplitude dependence of the axial frequency was shown

to have the form

ωz( �A) = ωz

�
1 +

∞�

k=2

ak
�Ak

�
. (2.23)

Ref. [137] differs by starting this sum with k = 1, suggesting that the dominant axial

frequency shift is first-order in the oscillation amplitude. We find no first-order shift.

The substantial disagreement between the ak in Eq. (2.24) and the expression

ak =

����
Ck+2

2

���� , (2.72)

from Ref. [137] (translated into our notation) is illustrated in Table 2.12. For example,

the differing expressions for a3 are not functions of the same Ck. Higher-order ak differ

more. (Equation (2) of Ref. [144] and also Ref. [145] repeat the Ref. [137] results.)

This work Ref. [137]

a1 = 0 a1 =
|C3|
2

a2 = −15(C3)2

16 + 3C4
4 a2 =

|C4|
2

a3 = −15(C3)3

16 + 3C3C4
4 a3 =

|C5|
2

Table 2.12: The lowest-order coefficients that describe the amplitude de-
pendence of the axial frequency. This work and Ref. [137] differ in both
amplitude and sign, most notably in the lowest-order expressions.

The amplitude dependence of the axial frequency must be calculated by solving the

equation of motion, Eq. (2.21), to get the ak in Eq. (2.24), as outlined between these
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two equations. Except for the absolute value whose origin is not clear, Eq. (2.72) from

Ref. [137] is instead consistent with equating 1
2mω

2
z(z−z0)2 with q[V (0, z)−V (0, z0)],

solving for ωz, expanding the square root in powers of z−z0, and identifying the latter

with A.

Finally, the relationship between energy and amplitude in Eq. (11) of Ref. [137],

repeated in Eq. (3) of Ref. [144], is missing a factor of two. It should read A =
�

2E/(mω2
z).

2.9 Mainz Trap

The first planar Penning trap used to store electrons was demonstrated in Mainz

[144, 145]. A large number of electrons (estimated to be between 100 and 1000 elec-

trons) were stored, and the three motions of the electrons’ center of mass were ob-

served. The trap dimensions and potentials used were

ρi = {3.15, 6.3, 9.45} mm, (2.73)

Vi = {0, 16,−38.5} V, (2.74)

with radii taken to extend to the center of the 0.3 mm wide gaps between electrodes.

The potentials come from the caption of Fig. 8 of Ref. [144], but with signs reversed

compared to what is reported since this is necessary to approximately replicate the

curves in Fig. 8 of that work. Finite boundaries are not included in our analysis,

even though Sec. 2.5.2 illustrates that they can be important, because the needed

information is not available in the experimental accounts.

We calculate that V3 = −36.2 V would make C3 = 0, which seems to have been
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the goal, whereupon a2 = −0.8 and C4 = −1.0. This gives a calculated single-

particle thermal frequency width of ∆fz = 310 kHz for Tz = 300 K. This thermal

width is smaller than the calculated and measured widths of 1–6 MHz reported in

Fig. 7 of Ref. [144]. Unless the calculation is corrected as described in Sec 2.8, the

calculated width should not agree with what we calculate. The measured width may

be wider than expected because there are more trapped electrons than was estimated.

Experimental experience in our laboratory also suggests that it is likely that the

observed width was broadened by charges accumulated on the insulator within the

gaps, since the gaps were not deep enough to screen the potential from such charges.

A minimal requirement for a trap that could be used to observe a single electron

is that a2 be close to zero. Figure 2.5 shows that for the relative geometry used in

the Mainz trap, there is no set of applied potentials that could make a2 = 0. In fact,

|a2| < 0.1 cannot be achieved for any reasonable values of Vi and z0. This is true even

if the artificial and unnecessary constraint V1 = 0 is relaxed.

2.10 Ulm Trap

The serious effort made at Ulm to try to observe a single electron trapped in a

planar Penning trap [146] did not succeed. Given our conclusion above that optimized

planar traps could likely be used to observe one trapped electron, we examine here

the trap geometry and the applied potentials that were used. The object is to check

whether the performance of the Ulm trap is consistent with our calculations. Given

that the observed linewidth is broader than calculated, we also discuss some practical

considerations that may have affected the performance.
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The trap geometry is described in Sec. 2.1 of Ref. [146]: “The diameter of the

central electrode and the width of the trapping electrodes are equal to 2 mm.” In our

notation, this is

{ρ1, ρ2, ρ3} = {1, 3, 5} mm. (2.75)

Several bias configurations are mentioned in Sec. 2.2 and Fig. 2 of Ref. [146]:

{V1, V2, V3} = {0, 7, 7} V, (2.76)

{V1, V2, V3} = {0, 5.2, 14} V, (2.77)

{V1, V2, V3} = {0, 4.8, 14} V. (2.78)

The penultimate paragraph of Sec. 2.3 of Ref. [146] mentions a set of “optimized

control voltages”,

{V1, V2, V3} = {0,−1, 2.611} V, (2.79)

presumably for the same geometry. However, this last set of potentials seems not to

have been used successfully, perhaps because of the greatly reduced trap depth that

is produced.

The calculated properties for each of these four configurations are summarized

in Tables 2.13 and 2.14. None of these trap configurations make a2 close to zero,

the likely minimal requirement for observing and controlling one trapped electron.

The mentioned “optimized” biasing scheme is actually worse than the others. Finite

boundaries are not included in our analysis, even though Sec. 2.5.2 illustrates that they

can be important, because the needed information is not provided in the experimental

account.

A choice was made to keep the center electrode and the plane outside the elec-
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{�ρi} = {1, 3, 5} (Eq. (2.75))

Used Mentioned

Eq. (2.76) Eq. (2.77) Eq. (2.78) Eq. (2.79)

�V1 0 0 0 0
�V2 −4.6075 −5.2815 −5.2040 22.3016
�V3 −4.6075 −14.2194 −15.1782 −58.2296

�z0 1.4761 1.9070 1.9493 3.9328

C3 −0.6386 −0.4251 −0.4082 −0.3267

C4 0.2718 0.1340 0.1211 0.0540

C5 −0.0766 −0.0443 −0.0389 −0.0015

C6 −0.0021 0.0141 0.0129 −0.0021

a2 −0.1785 −0.0689 −0.0654 −0.0596

a3 0.1140 0.0293 0.0267 0.0195

a4 −0.0447 −0.0143 −0.0127 −0.0041

a5 0.0088 0.0074 0.0065 0.0007

a6 0.0026 −0.0030 −0.0026 −0.0001

C11 −0.3529 −0.2003 −0.1902 −0.0299

C12 −0.1287 −0.2004 −0.2029 −0.1188

C13 0.1287 0.0744 0.0696 −0.0455

C(opt)
1d −0.5215 −0.4037 −0.3949 −0.1957

ρ̃(opt)d 2.0875 2.6969 2.7568 5.5618

γ1 −4.89 0.47 0.07 30.26

γ2 −5.27 −8.32 −10.05 −82.50

γ3 −1.09 1.49 2.80 −194.34

Table 2.13: Scaled parameters for the trap used in Ulm [146].
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{�ρi} = {1, 3, 5} (Eq. (2.75))

Used Mentioned

Eq. (2.76) Eq. (2.77) Eq. (2.78) Eq. (2.79)

ρ1 1 1 1 1 mm

z0 1.4761 1.9070 1.9493 3.9328 mm

ρ(opt)d 2.0875 2.6969 2.7568 5.5618 mm

fz 82.2714 66.2300 64.1039 14.1339 MHz

V0 −1.5193 −0.9846 −0.9224 −0.0448 V

V1 0 0 0 0 V

V2 7 5.2 4.8 −1 V

V3 7 14 14 2.611 V

∆fz @ 5 K 8.3 4.0 3.9 16.2 kHz

∆fz @ 300 K 500 240 235 971 kHz

1 : γz 2π 13.96 2π 4.50 2π 4.06 2π 0.10 s
−1

2 : γz 2π 1.86 2π 4.50 2π 4.61 2π 1.58 s
−1

3 : γz 2π 1.86 2π 0.62 2π 0.54 2π 0.23 s
−1

d:γ(opt)z 2π 30.49 2π 18.27 2π 17.49 2π 4.30 s
−1

Table 2.14: Absolute values for the trap used in Ulm [146]. Axial frequencies
calculated here differ from those reported in Ref. [146], which claims fz = 62.2
MHz and 67.97 MHz for the potentials given in columns 1 and 2, respectively,
of this table.
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trodes at the same potential. This is an added constraint, �V1 = 0, on the four scaled

parameters that determine the behavior of a three-gap trap: �V1, �V2, �V3, and z̃0. Two

additional constraints, C1 = 0 and C2 = 1, are required to form a trap. With the

optional constraint, there is one more parameter than there are constraints. If we

choose z̃0 as the corresponding free parameter, Fig. 2.18a shows the bias potentials

that must be applied to realize each possible value of z̃0. Fig. 2.18b gives the corre-

sponding ak and Ck. For reasonable values z̃0 ≤ ρ̃N , we find that |a2| ≥ 0.05. Having

explored what trap performance is possible with the optional constraint, we note that

there is no compelling reason to make this choice. In fact, such a choice would make

it impossible to identify optimized planar Penning trap configurations.

It is possible to bias the Ulm trap electrodes to make C3 = 0 by choosing V3/V2 =

−3.533 for any V2 > 0. However, this choice also results in C4 = −0.77 and a2 = 0.58,

the latter being worse than for the configurations in Table 2.13. For this relative

trap geometry, relaxing the optional constraint V1 = 0 does not improve the trap

performance.

Observing a single electron will be difficult if the thermal broadening of the axial

frequency, ∆fz, is very large compared to the damping linewidth, γz/(2π). Table 2.14

shows that this is indeed the case if the axial temperature is as low as 5 K, the lowest

effective axial temperature that has been achieved without feedback cooling [170].

The heat generated in the detection amplifier makes it very difficult to achieve such

a temperature, even for 0.1 K surroundings, so the effective axial temperature could

easily have been much higher than 5 K. The table also shows the thermal broadening

for an effective axial temperature of 300 K.
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Figure 2.18: (a) The scaled potentials applied to the Ulm trap to get a
particular z̃0. (b) The resulting trap properties for each z̃0. The trap is
biased subject to the optional constraint V1 = �V1 = 0. For this trap design,
tt is not possible to make a2 very small.
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Reference [146] says that a still broader width of 3 MHz “is expected and is in

agreement with the measured data.” Why this particular width should be expected is

not specified. However, it is not surprising that the observed frequency width is larger

than we calculate because the width grows with the large and unknown number of

electrons in the trap. Experimental experience in our laboratory also suggests that it

is likely that the observed width is broadened by charges accumulated on the insulator

within the gaps since nothing screens the potential from such charges in the circuit

board technology used to fabricate these traps.

One further item may be worth mentioning even though it is not completely

understood. Many years ago, the first trap cooled with a dilution refrigerator was

located on the mixing chamber of the refrigerator,1 within the refrigerator’s inner

vacuum container (IVC). The vacuum was expected to be extremely good once the

helium gas used to precool the IVC was pumped out. However, no good one-electron

signals were ever observed, for reasons not clearly understood, but seemingly related

to the cryopumped gas on the surface of the electrodes. Only when the trap vacuum

was separated from the IVC vacuum did we get the clean signals used to resolve

one-quantum transitions with one electron [5]. The Ulm trap was also located within

the IVC vacuum. The long trapping lifetime observed with many trapped particles

confirmed the expectation of a very good vacuum. Whether isolating the trap vacuum

from the IVC would improve the observed signals has not been investigated at Ulm.

Ref. [146] concludes that it is not possible to observe a single electron in a planar

Penning trap because the anharmonicity will always be too great, and it also reports

that a thermal width narrower than 5 kHz could not be calculated for any N -gap trap,
1Reference [1] incorrectly states that the trap was located on the still of the refrigerator.
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where N is anything between 1 and 6. The only hope offered was that a much smaller

trap might make the damping rate large enough to observe one electron, despite the

anharmonicity inherent in planar traps [138, 146]. Indeed, Eq. (2.69) shows that

when the trap dimension is decreased, the damping rate increases as the square of

dimension. With microfabrication methods, it should be possible to fabricate smaller

traps that thus will have a much larger damping. What remains to be demonstrated

is that the anharmonicity will not become large enough in small traps to offset the

damping advantage.

Our conclusion is different and much more optimistic. It should indeed be very

difficult to observe a single electron in the planar Penning trap used at Ulm. However,

the fundamental problem is the relative geometry of the Ulm trap, not its size. The

thermal broadening is too great as a result of choosing a trap geometry that cannot

be optimized to make a2 = 0. Nonetheless, the conclusion in Ref. [146] that it is

“impossible” to observe a single electron in a millimeter-scale planar Penning trap now

seems much too strong. The optimized geometries and applied potentials presented

here for planar Penning traps of any size offer the possibility of a very large reduction

in the critical amplitude dependence of the axial frequency, and Chapter 5, in fact,

presents axial resonances narrower the supposed 5 kHz minimum width.



Chapter 3

Trap Electrode Fabrication

The first step toward a one-electron qubit is detecting a single electron in a scalable

trap structure. In the previous chapter, we determined which electrode geometries can

be biased to create a sufficiently harmonic potential. We now describe the fabrication

of trap electrodes designed for detecting one electron in a planar Penning trap.

3.1 Fabrication Requirements

Besides the electrode geometry, a physical planar Penning trap must satisfy several

practical requirements in order for a single electron to be detectable.

First, insulating surfaces must be well screened to avoid charges accumulating

on them, which can substantially modify the trapping potential. When the trap is

cooled to 4 K or below, these charges can remain for days. Such charges have made

some traps in our laboratory completely unusable, but no systematic study has been

undertaken. One way to mitigate this problem is to devise careful loading and opera-

113
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tion procedures that minimize the number of charges that build up on the insulators

(see Sec. 5.2). In addition, the electrode geometry must be designed to minimize the

exposure of the insulators. For a planar Penning trap, that means that the gaps must

be narrow compared to the thickness of the metal layer. Gaps with a large aspect

ratio will make it more difficult for charges to reach the insulator at the bottom of

the slits between electrodes. Any charges that do collect on the insulator will be

screened by metal surfaces on either side of the gaps, with a screening factor that

grows roughly exponentially with the aspect ratio of the gaps. The experiments at

Mainz and Ulm used trap electrodes that did not have well-screened insulating sur-

faces (see Table 3.2), so stray charges may have contributed to the broader resonances

observed in those experiments.

Second, in order to minimize imperfections that are not cylindrically symmetric,

the biases must be applied to the electrodes without disrupting the symmetry of

the trap. Non-axisymmetric imperfections are difficult to model analytically and

numerically, but it is likely that such imperfections will limit the cancellation of the

anharmonic coefficients that can be achieved by tuning the trap. To establish the

best conditions under which a single electron’s axial motion might be detectable, the

trap electrodes should be as symmetric as possible.

In addition, the capacitance must be kept small enough to allow detection of the

axial signal. The electrodes must not field-emit when trapping potentials are applied.

And the electrodes should also have a good surface finish to minimize patch potentials.
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3.2 Harvard Planar Penning Traps

We have fabricated planar Penning traps that satisfy all of the above requirements.

Figure 3.1: Photographs of the top of a planar trap substrate, after laser
machining and deburring, and of the bottom of a substrate.

Fabrication of the trap used in the present work begins with copper-clad alumina

substrates. The blank substrates1 are composed of a 2��×2��×0.025�� (50 mm × 50 mm

× 0.635 mm) aluminum oxide (Al2O3) ceramic wafer with a 0.008��-thick (0.2 mm)

copper foil bonded to each side. The copper is bound to the alumina by a thin copper

oxide layer formed at the interface when the sample is heated to a temperature above

1065◦C (the copper-oxygen eutectic melting point) but below 1083◦C (the melting

temperature of copper) and oxygen is injected into the furnace atmosphere [173,174,

Sec. 4.7]. No additional adhesion layer is required. Such samples, with thick copper

films bonded to either aluminum oxide or aluminum nitride ceramic, are referred
1Fabricated by Curamik Electronics, Inc.
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to as “DBC” (direct-bonded copper) substrates and are often used in high-power

applications because these ceramics have a higher thermal conductivity than most

electrically insulating materials.

Hermetic filled vias provide electrical contact between the top and bottom copper

layers (see Fig. 3.1b). The alumina wafer has via holes 1.0 mm in diameter laser-

drilled prior to copper adhesion. At a high temperature, the softened copper layers

are bonded by pressing a graphite tip on the bottom layer, pushing it through the

hole and onto the opposite layer of copper, leaving an indentation for each via in the

bottom layer. The bottom layer of copper is then etched, leaving only an array of

3.0 mm diameter contact pads centered on each via. Our samples have thirteen vias

in total: one at the center of the substrate, and four on each of the other electrodes,

equally spaced along circles with diameters of 5.0, 7.0, and 10.0 mm. The via holes

on the 5.0 and 10.0 mm diameters are aligned with each other azimuthally; the holes

on the 7.0 mm diameter are offset by 45 degrees.

The blank substrates, delivered to us in this form, next have grooves laser-cut in

the top copper surface to establish the electrode pattern (Fig. 3.1a). The first step of

the polishing procedure (described below) is carried out before patterning in order to

create a surface with more uniform reflectivity. Before laser machining, the positions

of the vias are measured using the vernier scale on an optical microscope translation

stage to verify that the vias are correctly positioned relative to the substrate edges

and thus that the laser machined grooves will lie between the vias. The substrate

fabrication tolerance specification is ±0.3 mm, but the via positions were all measured

to be correct within 0.15 mm.
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The laser machining2 cuts three circumferential grooves to define the three elec-

trodes and plane that can be indepedently biased, plus four radial grooves to segment

the third electrode to enable magnetron sideband drives (or even rotating-wall drives,

if desired). Electrical isolation is verified with a handheld multimeter (R � 100

MΩ) by the laser machinists. To establish this, the laser-cut groove goes all the way

through the copper layer and begins to cut into the ceramic layer; however, no change

to the mechanical strength of the ceramic has been observed, and upon inspection

with an 11X stereomicroscope3 after polishing, there did not appear to be any ablated

ceramic particles remaining.

Dimension Nominal Measured

ρ1 1.091 mm 1.05± 0.02 mm

ρ2 6.000 mm 6.04± 0.04 mm

ρ3 8.228 mm 8.19± 0.05 mm

Table 3.1: Electrode radii as measured at the center of the gap, compared to
the ideal values of Table 2.2 given as specifications to the laser machinists.
Dimensions are measured with a compound microscope and CCD camera.
Uncertainty arises from identifying the edge and the radius by eye. The
uncertainties differ because the limited microscope field of makes it more
difficult to measure the larger radii.

A kerf4 width of 50+25
−0 µm (2+1

−0 mil) was specified, with the expectation that verti-

cal sidewalls could not be achieved. The laser machinists reported a width of approx-

imately 50 µm at the bottom of the groove, though this was measured on test pieces

rather than the machined samples. The laser machining process was developed by

starting with 200 µm thick copper shim stock (the same thickness as the copper layer

on the substrate), rather than the blank samples we provided, and tuning the laser
2Performed by Gateway Laser, Inc.
3Nikon SMZ1500
4The cut made by a saw or other cutter.



Chapter 3: Trap Electrode Fabrication 118

parameters until the resulting groove was measured to be 50 µm at the bottom; un-

like with trap substrates, this can be easily measured by flipping over the shim stock

and inspecting the bottom with an optical microscope. The same process parameters

were then used on the blank trap substrates.

Upon delivery to Harvard, the laser-machined samples were viewed with a stere-

omicroscope, which permits the best inspection of the grooves, and a simple compound

optical microscope, which permits measurement of the groove diameter and width.

The groove width as a function of depth can be crudely measured by changing the

working distance so that different horizontal planes come into focus; at sufficient mag-

nification, the depth of field is inadequate to resolve all but a thin horizontal slice (see

Figs. 3.2). However, because of the limited depth of field, the difficulty of getting an

adequate amount of light into a deep circular trench,5 and the near-vertical sidewalls,

it is difficult to identify the bottom of the copper layer and thus to measure the width

at the bottom. Using this method, the groove is estimated to be less than 70 µm

wide at the bottom and approximately 105–110 µm wide at the top, which is to be

compared to a film thickness that is initially 200 µm, minus some material removed

in polishing.

The Harvard traps have gaps with an aspect ratio that is about six to nine times

higher than planar Penning traps used in previous experiments (see Table 3.2). As

mentioned in Secs. 2.9 and 2.10, both the Mainz and Ulm traps had exposed insulators

in gaps that were not screened because the gaps were wider than they were deep.

Charges on the insulating substrates that are exposed in the gaps of these traps may
5A Dolan-Jenner MI-150 Fiber Optic Illuminator was used for oblique illumination, in addition

to the normal illumination through the microscope objective.
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105 m 73 m

Figure 3.2: Sample optical micrographs of the groove near the top (left) and
150 µm below the top surface (right) taken with a 50X objective lens. Steeply
sloping sidewalls reflect very little light to the microscope objective and the
deep grooves prevent good illumination. The depth of field is limited at high
power, so only a small part of the sidewall is in focus (right). A depth profile
is constructed in Fig. 3.3 by measuring the width in this manner.

well have contributed to the broad frequency spreads that were observed. Our traps

have much better screening of the insulator at the bottom of the gaps, which likely

contributes to the narrower resonances observed in this work.

This work
Mainz Ulm Other Pixel

2006 [144] 2008 [146] designs [138] traps [140]

Electrodes
copper,

silver
copper,

gold suggested gold
gold-plated gold-plated

Insulator alumina alumina
FR-4 epoxy/

unspecified sapphire
fiberglass

Aspect ratio 2–3 unspecified 0.35 unspecified 1

Contact side back back back front front

Table 3.2: Comparison of the materials and aspect ratio of planar Penning
traps used in experiments to date (columns 1–3) and other suggested planar
Penning trap designs (columns 4–5). The latter designs lack rotational sym-
metry, which should make detection of a single electron even more difficult.
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Figure 3.3: The profile of a sample laser-machined groove separating elec-
trodes, drawn to scale. The width is measured with a microscope, as in
Fig. 3.2. Vertical dimensions are measured relative to the top surface of the
electrodes using the fine focus knob on the microscope. Grid lines are spaced
by 10 µm. The full thickness of the alumina layer (635 µm) is not shown.
The boundary between the copper and alumina is difficult to distinguish.
Here the boundary is shown at the nominal depth of 200 µm, though some
material is removed in polishing, and the amount of material removed is not
uniform across the substrate. Further investigation with a profilometer is
warranted.
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3.3 Materials

The traps are constructed out of materials suitable for the low-temperature, high-

magnetic-field environment and the sensitive radiofrequency methods used to detect

the axial motion.

Copper is an excellent choice for electrodes since it is nonmagnetic,6 economical,

easy to work with, and has high conductivity. It has been the material of choice for

cylindrical Penning traps in our group. Alumina ceramic (96%)7 is nonmagnetic, as

required; it is an excellent insulator and thus provides low leakage resistance between

electrodes; and it is among the least lossy dielectric materials at RF. Although alu-

mina and copper do not have well matched thermal contraction,8 no deformation of

the substrates was observed after repeated thermal cycling.

Resistivity 1013 Ω·cm
Dielectric constant 10

Dissipation factor (tan δ) at 1 MHz 0.0003

Table 3.3: Properties of Rubalit 708S (96% Al2O3 ceramic) at room tem-
perature, as provided by the manufacturer. For general data on alumina
and tables comparing the properties of various insulating substrates, see
Refs. [174, pp. 3.6, 4.20, 4.34], [177, pp. 761, 778], and [178, App. C]. Sub-
strates made out of 99.5% alumina or sapphire are reported to have dielectric
loss smaller by about a factor of 2, with single-crystal samples having loss
tangents as small as 1.0×10−5 [179].

Although the electronic contribution to the magnetism of copper and alumina is
6OFE copper, which is used to make the planar trap electrodes, has nickel and iron concentrations

of ≤ 10 ppm each.
7The Curamik samples are made with Rubalit® 708S from CeramTec AG. The remaining com-

position is 3.2% SiO2, 1.2% MgO, and <1% CaO [175].
8Reference [176, App. 6.4] reports ∆L/L = 0.3% for copper from room temperature to 4 K and

∆L/L = 0.08% for sapphire (single-crystal alumina) along the c-axis from room temperature to 40
K.



Chapter 3: Trap Electrode Fabrication 122

negligible, the nuclear paramagnetism is significant at low temperatures because the

temperature dependence of the magnetization scales as T−2. The nuclear magnetism

is not a concern for the present experiments with planar traps; however, materials

may not be used that would generate unwanted magnetic gradients or magnetic field

fluctuations at the nearby cylindrical Penning trap used for ultrahigh-precision mea-

surements of the electron and positron g-factors. Copper and aluminum have nuclear

Curie constants two orders of magnitude larger than silver, titanium, and quartz,

but the planar Penning trap is placed sufficiently far from the electron trap not to

introduce unwanted fields (see also Sec. 4.2).

3.4 Capacitance

Trapped electrons are detected via the current their axial motion induces to flow

through a resistor (a tuned-circuit amplifier on resonance) connected to one of the

electrodes, as described in Sec. 4.5. The size of this effective resistance is inversely

proportional to the capacitance between the detection electrode and its nearest neigh-

bors in the plane. The capacitance must therefore be kept small enough to achieve

adequate signal-to-noise.9 And if the capacitance is too large, it will be impossible to

tune out with a high-Q inductor at the desired frequency. These prescriptions work

at cross purposes to the fabrication requirements laid out in Sec. 3.1. However, it is

possible to satisfy all these conditions with judicious trap design.

First, analytical estimates are used to guide initial design decisions. Once a can-
9Recall that the signal size also depends on the geometric coefficient D1 for the detection electrode

introduced in Sec. 2.7. To optimize for maximum signal, one must take into account both D1 and
the capacitance.
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didate trap geometry was identified, prior to fabricating the samples, a finite-element

numerical calculation was used for a more precise calculation of the expected capac-

itance. After laser machining, the capacitance of the samples was measured with an

impedance meter. And finally, the traps were connected to the detection circuit and

the noise resonance was observed (Sec. 4.5).

A naive lower-bound for the capacitance can be obtained by treating the walls

of the high-aspect-ratio gaps as a parallel plate capacitor. However, for thin metal

layers, this estimate is much too low. If a potential is applied across the gap, many

field lines will terminate on the broad electrode surfaces, not just the surfaces facing

each other across the gap. Furthermore, this estimate neglects the alumina substrate

beneath the electrodes, which has a dielectric constant of about 10.

w1 g
t

w2 h

r=1
r

C

Figure 3.4: Dimensions of an asymmetric coplanar stripline for estimating
the capacitance between neighboring electrodes.

A better estimate can be obtained by using formulae for the capacitance of very

thin metal striplines from the literature on microwave circuits. (The capacitance

between the electrodes and the contact pads of different electrodes on the backside

of the substrate is small and can be neglected for these coarse estimates.) Using

conformal mapping, it is possible to approximate the capacitance per unit length of an

asymmetric coplanar stripline on a dielectric slab, as reported in Ref. [180, Sec. 6.2.3],
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quoting Ref. [181]:10

C
ACPS
0 = 2�0�eff

K(k�)

K(k)
, (3.1)

where K is the complete elliptic integral of the first kind, wi are the widths of the

strips, g is the width of the gap, and

k =

�
g(w1 + w2 + g)

(w1 + g)(w2 + g)
, (3.2)

k
� =

√
1− k2. (3.3)

Of course, the electrodes are not simply parallel strips, but we can substitute the

widths of the electrodes, wi ≈ ρi − ρi−1, to a reasonable approximation since the

electrode width is large compared to the gap width. For broad electrodes, most field

lines will terminate on the electrodes near the gap, so for wi � g, the capacitance

depends weakly on the width of the electrodes. The capacitance per unit length

C0 is then multiplied by the appropriate circumference 2πρi to find the capacitance

between adjacent electrodes. In this model, the thickness of the strips is neglected;

a crude accounting of the finite thickness would be simply to add this capacitance in

parallel with the parallel-plate capacitance calculated for the facing surfaces.

For two metal strips in free space, the effective relative permittivity is simply �eff =

1. For two metal strips on a semi-infinite dielectric slab with relative permittivity �r,

the effective relative permittivity is approximately �eff = (1+�r)/2, the average of the

permittivity on the top (�r = 1) and the bottom of the electrodes. For a dielectric

substrate of finite thickness, the effective permittivity is given by

�eff = 1 +

�
�r − 1

2

��
K(k)

K(k�)

K(k�
2)

K(k2)

�
, (3.4)

10A different solution that yields similar results is given in Refs. [182, Sec. 13.5] and [183, Sec. 7.2.2].
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where

k2 =

�
(e2π(w1+g)/h − e2πw1/h)(e2π(w1+w2+g)/h − 1)

(e2π(w1+w2+g)/h − e2πw1/h)(e2π(w1+g)/h − 1)
, (3.5)

k
�
2 =

�
1− k

2
2. (3.6)

Equation 3.4 becomes less valid for thin substrates (compared to the strip widths)

[181]; still, this is sufficient for initial design guidance.

The analytical formulae were checked by computing the capacitance numerically,

using commercial finite-element modeling software.11 The method is as follows: Build

and mesh a 3D model of the electrodes. Place 1 V on the electrode of choice and 0 V

on other conducting surfaces, and use these boundary conditions to solve Laplace’s

equation for the electric potential. Find the electric field, integrate over all space,

and use U = 1
2CV

2 to find the capacitance. Repeat with a finer mesh size to ensure

convergence. The results agreed with the analytical formulae to within about 10%, as

shown in Table 3.4, demonstrating the validity of using Eqs. (3.1)–(3.6) to estimate

the trap capacitance before fabricating the trap.

After laser-machining, the capacitance of the electrodes was measured with an

impedance meter.12 The results are shown in Table 3.5. One reason for the larger

values is likely stray capacitance in the leads used for contacting the electrodes. Mea-

surements were made in the same setup as the high-voltage tests described below,

where the electrodes were contacted by wire bonding a 0.001�� aluminum wire be-

tween contact pads and a nearby circuit board. Wire bonds were used to avoid

soldering to the contact pads until polishing was completed, so that the trap could
11Vector Fields Opera-3d
12ESI/Tegam 252
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C1 (pF) C2 (pF) C3 (pF)

Analytical 1.0 7.0 14.5

Numerical 0.9 6.5 12.8

Table 3.4: Comparison of analytical and numerical estimates for the capac-
itance of each trap electrode for a sample trap with ρi = {1, 6, 8} mm, gaps
of 50 µm, a substrate thickness of 0.635 mm, and a metal thickness of 0.2
mm. (Note that the dimensions are slightly different than dimensions than
the sample trap considered throughout most of this work.) The analytical
values arise from Eqs. (3.1)–(3.6), plus the parallel plate capacitance of the
gap walls, C�

i,i+1 = �02πρit/g. The single-electrode capacitances are given,
for example, by C2 = C12 + C23 and C3 = C23 + C34, where C34 is the ca-
pacitance between electrode 3 and the grounded plane lying at ρ > ρ3. The
numerical calculation was for a model with a copy of the electrode pattern
on both sides of the substrate, with the resulting capacitance divided by two
to arrive at the numbers reported above.

still be used with a tightly-fitting polishing chuck. The measured values show that at

least for the center electrode (“e1”), the capacitance is small, so the total capacitance

of the detection circuit is dominated by parasitic capacitance between the electrode

and the amplifier input.

C12 2.2 pF

C23i 2.1–2.8 pF

C3i4 8.0–9.5 pF

C3i3j 1.3–2.1 pF

Table 3.5: The capacitances between electrodes of a laser-machined trap
substrate. C23i and C3i4 denote the capacitance between one segment of
electrode 3 and electrode 2 or electrode 4, respectively. C3i3j denotes the
capacitance between adjacent segments of electrode 3.
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3.5 Field Emission

If the gaps between electrodes are sufficiently narrow, currents can flow directly

across the gaps even when the applied potentials are much smaller than what would

cause breakdown. These field emission currents must be avoided in order to establish

the stable trapping potentials required to detect the signal from a single electron’s

axial motion and to resolve the small frequency shifts that correspond to spin or

cyclotron transitions.

An applied electric field creates an electrostatic potential that decreases with

distance away from the electrode surface. At a sufficient distance, the potential energy

is less than the Fermi level of electrons in the metal, and electrons can tunnel across

this triangular potential barrier. The stronger the electric field, the narrower the

barrier, and the tunneling rate—that is, the field emission current—therefore grows

exponentially with the electric field. The tunneling rate was worked out by Fowler

and Nordheim in 1928 [184], one of the earliest problems solved by the then-nascent

theory of Quantum Mechanics.

Using the WKB approximation, the current density is found to be [185]

j = 6.2×106
�

µ/φ

µ+ φ
E

2
e
−6.8×107φ3/2/E A/cm2

, (3.7)

where µ and φ, respectively, are the Fermi energy and work function in eV and E is the

electric field in volts/cm. Equation (3.7) is known as the Fowler-Nordheim equation,

and a plot of log I/E2 vs 1/E, on which a field emission curve would be a straight

line, is known as a Fowler-Nordheim plot. The potential due to image charges can be

accounted for at lowest order by replacing E with E/α, where typically α ∼ 0.8–0.9.
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At finite temperature, the current is multiplied by a correction factor, which is of

order unity at room temperature or below.13

The Fowler-Nordheim equation matches experimental data only when the electric

field is multiplied by a dimensionless fudge factor β, called the enhancement factor,

typically in the range 10–2500 for polished flat or gently curved electrodes [186]. The

Fowler-Nordheim derivation does not take account of any variations in the surface,

so one plausible mechanism for the disagreement with theory is that the surface

includes some sharp projections. The electric field around these sharp points is much

higher, and these sites dominate the observed current. It has been observed that

field emission from a broad surface is indeed dominated by small regions, but it is

not conclusive that topographic projections are responsible. Field emission currents

are also found to depend not just on the electric field but also on the total voltage

(or, equivalently, upon anode-cathode separation). One explanation is that electrons

dislodge positive ions from the anode surface, which are then accelerated toward

the cathode, where they generate additional secondary electrons [187]. However, if

this were the case, one would expect more emission from electrodes that are further

apart since there is a larger potential difference to accelerate electrons, but studies

demonstrate enhancement factors that variously decrease with, increase with, or do

not depend upon electrode separation [186].

The field emission characteristics depend strongly on the way in which the surface

is prepared. One set of recent experiments on mirror-finished OFHC copper samples

has measured an enhancement factor of 56–790, with the best results coming from

samples that underwent a final rinse in ultra-pure water and were not electropolished
13More detailed treatments can be found in Ref. [186].
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[187]. Microfabricated traps may permit less control over surface preparation, but

some tungsten micro-ion traps with extremely low enhancement factors (β ∼ 0.1)

have been fabricated at Sandia National Laboratory [188].

An initial batch of our planar trap samples were laser-machined by a different

company14 than the samples that were used to trap particles in this work. These

samples manifested current that increased strongly with applied voltage, making us

suspect that we were observing field emission. However, the I–V curves did not at

all resemble the Fowler-Nordheim form, and the effect was much stronger than would

be expected: potentials of 100 V or less induced currents of tens of microamps. It

seems more likely that in fact the laser machining had not electrically isolated the

electrodes, and that filaments, projections, or debris spanned the gaps resulting in

both the observed values of V/I (several MΩ) and the observed intermittencies and

shifts in the I–V curves from trial to trial.

These problems were resolved by improved laser machining, better trap inspection,

and more effective procedures for removing debris from the gaps, as described below.

The field emission characteristics were then measured by placing the sample in vacuum

at room temperature and applying a voltage from a trippable high-voltage power

supply. The voltage was increased until the current reached 80 nA. Each pair of

adjacent electrodes was tested, and then the leads were reversed and the measurement

repeated. All electrode pairs reached the current limit at 500 V or higher, with most

reaching 1.5 kV without tripping the power supply. For one of the electrode pairs

that tripped at around 500 V, the I–V curve was measured using an electrometer.15

14KJ Laser Micromachining
15Keithley 6517A
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The resulting shape indicated that we could possibly be observing field emission, but

this is not definitive. What matters for the experiment, however, is that the effective

leakage resistance is very low. Before and after assembling the trap in its holder, the

electrodes were checked with the electrometer with a 100 V source—approximately the

size of the potentials applied in the planar trap experiments described in Chapter 5—

and the current was observed to be at most tens of picoamps, implying a resistance

of more than 1 TΩ, which is about the best limit we could measure directly with our

electrometer. These leakage resistances were also verified again once the experiment

was cold.

3.6 Surface Finish

The metal electrodes are not exactly equipotentials for a variety of reasons. Ad-

sorbed gases, nonconductive surface oxides, work-function variation with crystal ori-

entation, and material imperfections can give rise to static as well as fluctuating

electric fields, known as patch potentials. The electrostatic potential near a metal

surface can vary by millivolts or more [189, 190], which could disrupt the carefully

produced harmonic potential. Fluctuating fields could also heat particle motions,

causing decoherence of a motional qubit. It is desirable to minimize these effects by

preparing smooth and clean electrode surfaces .

The cylindrical Penning traps used for detecting single particles have electrodes

that are polished to a surface roughness assumed to be less than 1 micron [134]. The

unwanted electric fields and electric field fluctuations associated with patch potentials

are believed to scale as 1/z40 [191–195], so the surface properties of the traps will
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become increasingly important for smaller traps, and crucially so if the quantum

limit of the axial motion is reached. In this work, electrons are trapped more than 1

mm from the electrode plane, so these issues are less critical than in micro-ion traps,

where the electrode surfaces lie only tens of microns from the trapped particles.

A series of abrasive polishing and cleaning steps were used to prepare planar trap

electrodes. Upon delivery, the substrates have a mottled surface with large grains.

For coarse polishing, the substrate is affixed with CrystalBond 509 to a 1��-thick,

machined-flat copper disk with small pockets cut out for the contact pads so that the

back of the sample is supported over nearly all of its area. The substrates are then

polished by sliding the chuck back and forth on abrasive paper16 set atop a clean, flat

table. This polishing step continues for about 45–60 minutes, rinsing the trap and

polishing paper frequently with deionized water,17 until the granular surface is no

longer visible by eye and inspection with a low-power compound microscope reveals

that there are no small pits remaining, as shown in Fig. 3.5.

The Crystalbond is then softened by heating on a hotplate, the trap is removed

and cleaned with detergent and then solvents in an ultrasonic bath, and it is then

sent out for laser machining. The remaining polishing steps are reserved for after

the electrodes are laser-machined, both because it is desirable to have a matte finish

rather than a mirror finish for laser machining and because after laser machining, the

samples must be deburred and repolished. After laser machining, the trap is then

inspected with a stereomicroscope. Any debris remaining in the grooves between the
163M Wetordry 481Q, with 30 µm silicon carbide grit
17Some polishing procedures recommend using an oxidizer since copper oxide is more easily pol-

ished away. For example, one chemical-mechanical polishing recipe has 33 mL of 30% hydrogen
peroxide per liter of slurry [196].
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Figure 3.5: Blank DBC samples as delivered to Harvard (left) and after
polishing with 30 µm paper for 45–60 min (right).

electrodes is dislodged by a high-pressure burst of CO2 or, if necessary, with an etched

tungsten tip [197, App. A].

Fine polishing requires less time, much less material is removed, and there is less

friction so mounting on the polishing chuck is unnecessary. First, the contact pads

are tinned with a soldering iron; this requires enough heat that oxides usually form

on the electrode surface above the vias. The trap is polished with 30 µm paper for 30

seconds to remove burrs from laser machining, as well as surface oxides from the laser

machining process and tinning the contact pads. The trap is subsequently polished

with 9 µm, 3 µm, and 2 µm alumina grit paper18 for 2 minutes each, with several

minutes in an ultrasonic bath of deionized water in between polishing steps to remove

abrasive and copper particles. The trap is again inspected with the stereomicroscope
183M Wetordry 281Q
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and the grooves cleaned with high-pressure CO2. Finally, the trap is electroplated

with 50–100 nm of gold as an oxidation barrier.19 The finished trap electrodes are

displayed in Fig. 4.1.

Despite careful polishing, some fine scratches remained on the electrode surface,

although they are small enough not to be visible in Fig. 4.1. A featureless mirror finish

could not be obtained from this procedure, nor with other procedures attempted with

various silicon carbide polishing papers, aluminum oxide polishing papers or lapping

films, or abrasive slurries ranging from 6 µm diamond to 50 nm alumina. Possible

explanations include scratches from chipping away pieces of copper from the edge

of the substrate or the edge of the machined grooves; oxide inclusions being pulled

out of the bulk copper by the abrasive; and smearing of soft copper, possibly with

embedded abrasive particles [198]. Unlike copper electrodes used for cylindrical traps,

the planar traps are fired in an oxygen environment, so oxide inclusions seem a likely

candidate. This DBC process also anneals the copper, making it more difficult to

polish compared to cylindrical copper electrodes.

As surface finish requirements become more stringent with decreasing trap size, fi-

nal trap polishing will require either better abrasive polishing, etch polishing, chemical-
19The trap used in our first planar trap experiments at Harvard was not gold-plated and was

polished using a slightly different procedure. After laser machining, the trap was polished with 15 µm
silicon carbide grit paper (3M Wetordry 281Q), followed by 1200 grit (2.5 µm) SiC sandpaper (sold by
PACE Technologies, metallographic.com, SIC-1200P8-100) and finished with a 1 µm polycrystalline
diamond slurry (PACE Technologies, PC-1001-250) on a stiff cloth pad (PACE Technologies, DC-
3008). After thermally cycling the experiment, some oxidation was observed on the surface and
polished away with 2 µm and 1 µm paper, but oxidation was again observed after a subsequent
cycle. Although earlier Penning trap experiments have used polished bare copper electrodes and
seen the surface emerge unchanged after months or years, in this case, an oxidation barrier seems
necessary, and the bare copper trap was replaced with a gold-plated one. The polishing recipe
was changed due to concerns of a possible residue from either the 1200 grit paper or the diamond
slurry. In the procedure reported above, the same abrasives were used as in other experiments in our
laboratory, except with the finest polishing steps omitted since they seemed to increase the number
of scratches on the surface.
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mechanical polishing, electrolytic polishing, or diamond turning. Processing samples

in a clean room may be helpful. And electroplating a thicker gold layer may also

improve the surface finish.

3.7 Future Traps

The next generation of planar Penning traps poses several additional fabrication

challenges: making smaller traps, detecting the spin and cyclotron states, including

additional electronics on the same substrate.

3.7.1 Smaller traps

If planar Penning traps are to form the building blocks of a scalable quantum

information processor, the traps must be scaled down to permit a large number of

them to fit in a single experiment and possibly also to increase the coupling of one

qubit to another. For planar Penning traps as currently proposed, the electrode

feature size must be comparable to or smaller than the qubit spacing. In the long

term, this may be a disadvantage compared to systems such as cold atoms and ion

traps; for cold atoms, the trap structure can be generated with an optical lattice, and

for ions several qubits can be spaced a few microns apart in one trap structure. One

possible route could be to put more than one electron in each trap. We have recently

investigated a method for entangling electrons held in the same Penning trap [2],

though this challenging approach has not yet been pursued experimentally.

When designing experiments with smaller traps, we must consider not only fab-

rication challenges but intrinsic obstacles as well. Smaller gaps are more likely to
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result in field emission if the applied voltages are kept at about the same magnitude.

However, if the same axial frequency is to be used, then Eq. (2.2) requires that the

potentials Vi ∝ d
2, where d is the characteristic linear dimension of the trap. If the

electrode radii and gaps both scale with d, then the electric field across a gap goes

as Ei ∝ Vi/d ∝ d, and thus a smaller trap will have weaker electric fields across

the gaps and field emission will in fact be reduced. Even with small traps and high

voltages, field emission would not necessarily be a limitation: field emission in the

Sandia traps was truly negligible (less than 1 fA) with a trapping potential of 125

V (2.5 MV/cm electric field) in a micro-ion trap with 1 µm radius [188]. It remains

to be seen, however, whether it is possible to maintain the necessary stability and

harmonicity with the shallower trapping wells that would would be required in small

Penning traps.

If field emission is observed to be a problem, there are several possibilities. Trap

designs that limit the size of the gap potentials are one solution. For three-gap traps,

∆V3 = 0−V3 is generally the largest of the gap potentials. It can generally be reduced

by decreasing the radial width of the second electrode, ρ2 − ρ1, and increasing the

radial width of the third electrode, ρ3 − ρ2. We showed in Sec. 2.6.1 that a planar

trap with a conducting plane above it will permit an optimized trap with lower gap

potentials. Other solutions are to increase the gap width and to make the metal

surfaces within the gap as smooth and adsorbate-free as possible, perhaps by using

techniques like annealing,20 chemical etching, electrochemical polishing, and ultrapure

water rinsing.
20In Ref. [193], field emission was observed in silver traps when 100 V was applied across 10

µm gaps. After annealing, micrographs of the electrodes revealed a smoother surface, and no field
emission was observed even with 750 V applied across the gap.
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The capacitance must be considered as well, but it decreases with trap size. The

gap capacitance is Cgap ∝ A/d ∝ d. Similarly, the strip-to-strip capacitance is derived

from the capacitance per unit length of Eq. (3.1); the elliptic integrals are dimension-

less, so the scaling comes only from multiplying the capacitance per unit length by

the circumference of the groove, which is also proportional to d.

The main challenge, therefore, is simply to fabricate smaller traps meeting the

same two requirements of high aspect ratio and backside contacts.

There is now broad experience in making small ion traps [199] including micro-

fabricated planar traps (e.g., [178, 200]) with up to 150 zones [49], multilayer traps

fabricated on a single substrate (e.g., [201]) or multiple substrates (e.g., [202, 203]),

and printed circuit board traps [204, 205]. These ion traps follow on the heels of

surface-electrode fabrication developed for atom chips (e.g., [206]). Recent large-

scale planar ion traps have been fabricated at Sandia and Lucent (e.g., [207]) as part

of the IARPA trap foundry program. Unfortunately, these fabrication methods for

ion traps cannot be straightforwardly adapted to make planar Penning traps for elec-

trons. Ion traps do not have the stringent requirements of screening insulators or

preserving axial symmetry about the trap center. The motion of trapped ions can be

laser-cooled, and the ions’ internal states can be detected by fluorescence. Electrons,

however, have no internal degrees of freedom, so we must rely on their translational

degrees of freedom, particularly the axial motion since the radiofrequency signal can

be detected and measured precisely. Furthermore, charge accumulation on exposed

insulators can be minimized when loading ion traps by photoionizing neutral atoms

with a laser focused on the trapping region. Some ion traps are designed to partially
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screen exposed insulators (e.g., the traps in Ref. [200] have an aspect ratio of 0.75),

but this is less critical because only traps using radiofrequency detection, as required

for electrons, are subject to the stringent requirements on trap harmonicity discussed

in Chapter 2.

We now consider ways to make smaller planar Penning traps. For patterning the

electrodes, laser micromachining can be used to make high-aspect-ratio grooves with

a kerf as narrow as about 15 µm for metal films up to 100 µm thick [208]. This

would permit a trap that is perhaps up to ten times smaller than the current traps.

For even smaller traps, it may be possible to cut high-aspect-ratio grooves with ion

beam milling, focused ion beam (FIB) milling, or reactive ion etching (RIE). Ion

beam milling proceeds by masking the metal film with photoresist and then exposing

it to a broad (4–15��) collimated beam of ions (typically argon) that sputter etch the

metal. Copper and precious metal films up to 8 µm thick can be etched with feature

sizes of a few microns or less [209]. FIB milling proceeds with a narrow beam of ions,

most commonly gallium. A FIB would be useful for making only very small traps

because the beam can be deflected only a small distance, unless a laser-positioned

translation stage were available to increase the range of travel. Still, FIB milling

would be dramatically slower than ion beam milling. RIE etches anisotropically and

can produce high-aspect-ratio trenches, but only in certain materials. Aluminum,

titanium, and tungsten are readily etched; copper may be possible, but Harvard’s

RIE apparatus is not equipped with the requisite chemistry; and gold is difficult to

impossible.

Rather than etching a pattern into a conductive film, the pattern could be estab-
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lished by growing the metal layer through a deposition mask. Achieving a high aspect

ratio is again the primary fabrication challenge.

For thick or high-aspect-ratio structures, electroplating is the deposition method

of choice and is widely used in LIGA and other microfabrication processes. However,

for high-aspect-ratio structures, the plating rate is limited by diffusion of ions into

the narrow features; the process proceeds very slowly and may take as long as weeks

[210, Sec. 16.2.3]. Some initial experiments on gold plating were conducted in our

laboratory.21 Good results were obtained for thin (∼100 nm) layers, but we have not

yet developed a recipe that is optimized for plating thick layers.

Metal structures with extremely high aspect ratios (>100), smooth sidewalls, and

excellent flatness and parallelism can be achieved by exposing PMMA resist to x-rays

to make an electroplating mold, as used in LIGA, but this requires a sychrotron x-

ray source. A good substitute would be the UV-sensitive epoxy resist, SU-8, which

can produce similar structures with moderately high aspect ratios [211, 212]. Un-

like PMMA, however, cross-linked SU-8 is very difficult to remove, especially from

high-aspect-ratio structures, without damaging the metal deposited around it. Strip-

ping SU-8 has been reported [213], however, with solvents, plasma ashing/RIE [214],

molten salt, or laser ablation [215]. Still, efficient and economical removal of SU-8

from deep metallic trenches remains an outstanding problem, and experiments con-

tinue on new methods, such as elaborate microwave plasma etching processes [216].

Applying a layer of OmniCoat™ prior to deposition of SU-8 may make removal much

easier.
21The electroplating solution used was Techni Gold 25 from Technic, Inc. It is sold ready-to-use

(RTU), though we diluted it 3:1 DI H2O:TG25 RTU. The recommended current density is 1–5 A/ft2;
typically 1–2 A/ft2 gave the best results in our lab.
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Although SU-8 has been most widely used for high-aspect-ratio plating molds,

some other resists may be possible as well. For example, Shipley SPR 220-7 has

been used to achieve structures with an aspect ratio of about 5 [217]; AZ nLOF

2070 has been used to achieve an aspect ratio of 4 with a resist layer 7 µm thick;22

and Microresist ma-P 1275 can achieve an aspect ratio of 3–4 for a resist layer up

to 40 µm thick. The photoresist must also be compatible with the chemistry of the

electroplating bath, which is usually alkaline.

A small trap must also have vias that are sufficiently small to permit electrical

connections to small electrodes. Planar Penning traps like those in Fig. 3.1 cannot be

made much smaller since our current supplier of DBC substrates does not generally

make vias with a diameter smaller than 1 mm. One possibility is to put the electrode

pattern and the leads on the same side of the substrate with an insulating layer

deposited between them, as used for some surface-electrode ion traps [49]. Since the

layer would be very thin (∼1 µm), high-aspect-ratio vias would not be required in

order to have closely-spaced electrode contacts. A planarization step may be necessary

after depositing the insulating layer.

Alternatively, through-wafer electrical interconnections could be fabricated in-

house; these are difficult but possible to make. Again, the problem is the aspect

ratio: the vias must be narrow enough to allow for small electrodes yet still must

go all the way through the substrate. To minimize the required aspect ratio, a thin

substrate should be used; substrates as thin as 0.1 mm are commonly available, and

if necessary, the wafer could be further thinned prior to deposition. Making such a

via requires etching or laser-drilling a high-aspect-ratio hole through the substrate
22This resist was used to attain an aspect ratio of 1 in pixel Penning trap substrates [140].
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and then coating or filling it with metal. Laser-drilling could produce holes perhaps

as small as 150 µm in diameter. For smaller holes, etching would be required, but a

different substrate, such as quartz or silicon, may need to be used; however, silicon

may be problematic because of its high RF dissipation factor, tan δ = 0.005. The

metallization can be achieved by electroplating with process requirements similar

to those for electrodepositing the metal electrodes. Plated-through holes have been

fabricated with an aspect ratio of 17 (30 µm wide × 525 µm deep [218]) and filled

vias with an aspect ratio of 7 (50–70 µm × 400 µm [219], 20 µm × 140 µm [220],

or 10 µm × 70 µm [221]) or more [222] using deep reactive ion etching (DRIE) of

silicon and then electroplating with copper. References [221, 222] used pulse reverse

electroplating [223] and filled the small via holes within a few hours.

The tiny (1–10 µm radius) cylindrical ion traps fabricated at Sandia [136, 224]

suggest an entirely different paradigm for trap fabrication that could still satisfy the

two primary requirements. The electrode leads should not disrupt the axial symmetry,

but need not be on the opposite side of the substrate. There could be freestanding

electrodes elevated above a network of leads, though this would require a much more

demanding multilayer deposition process. Finally, perhaps the cylindrical symmetry

requirement could eventually be relaxed, though it may prove too difficult for precise

detection of a single electron’s axial motion.

3.7.2 Magnetic bottles

An electron’s spin or cyclotron state can be read out by introducing a magnetic

inhomogeneity, Eq. (1.5), to couple the spin and orbital magnetic moment of the elec-
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tron to its axial motion. Spin and cyclotron transitions are then manifested as small

shifts in the axial frequency, which is monitored via the narrowband axial detection

scheme described in Section 4.5 [5]. In cylindrical Penning traps, the magnetic bot-

tle is produced by a ring of ferromagnetic material placed symmetrically about the

trap center [120]. To create a planar trap with a magnetic bottle, one possibility is

to include a ring of ferromagnetic material among the electrodes of the planar trap;

this is feasible since ferromagnetic materials like nickel can be readily electroplated.

Unless all the electrodes are made out of the same (magnetic) material, it would be

necessary to add a planarization step after depositing the magnetic electrode and

the other electrodes. Because the magnetic ring would not be reflection-symmetric

about the equilibrium position of the electron, there would also be a linear magnetic

gradient in addition to the desired quadratic gradient; this must be checked to ensure

that unwanted effects are sufficiently small.

Some proposed quantum information processing protocols assume that each elec-

tron experiences the magnetic bottle field only at the readout phase of the computa-

tion. Furthermore, it is possible to drive coherent spin or cyclotron transitions only

by limiting decoherence from coupling to the axial motion, which is in thermal con-

tact with the detection circuit.23 One possibility would be to move the electron away

from the magnetic material by varying the applied potentials to change the position

of the trap center, z0. Another possibility would be to make a magnetic bottle that

could be turned on and off. The simplest implementation of a variable bottle would

be a current loop, concentric with the trap axis, which could be achieved using the
23Even if a trapped electron could be decoupled from the amplifier during spin rotations, the axial

motion would be in some unknown Fock state, and hence there would still be uncertainty in the
value of ωs.
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present fabrication methods. A ring electrode with at least one radial slit and two

vias would define a current path giving the necessary magnetic field pattern. This

method may be limited by the heat that would be dissipated by the electrodes and the

current leads when enough current is applied to generate a field gradient sufficient

to produce an observable frequency shift corresponding to a spin flip or cyclotron

jump. However, the quadratic field coefficient scales with the inverse square of the

trap dimension [120], so for smaller traps, this method may be feasible.

Another solution to produce a variable magnetic bottle is to embed a loop of

superconducting material and to induce current in the loop by changing the current

in an outer normal-conducting solenoid [225], though this causes the axial frequency to

be more sensitive to magnetic field fluctuations [226, Sec. 5.2]. A modified design for a

variable bottle includes a second loop in order to cancel the zeroth-order contribution

to the magnetic field [227]. A Penning trap with a superconducting flux transformer

was used in experiments at the University of Washington, but was not adequate for

further improving the precision of the electron g-factor measurement [226]. A variable

bottle would be a desirable trap feature, though the ease of material deposition may

be a fabrication constraint. Unlike superconducting qubits (and superconducting

ion traps [228]), Penning traps require a large magnetic field, so it is necessary to

select a material such as NbTi that remains superconducting in a strong field. (See

Ref. [176, App. 6.6] for a table of other high-field superconductors.)
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3.7.3 On-chip electronics

Ultimately, an array of traps could ideally be fabricated with on-chip detection

electronics and on-chip coplanar striplines as waveguides for spin-flip pulses, as has

been demonstrated with electron spin resonance in semiconductor quantum dots [99],

albeit at lower frequencies than the spin and cyclotron frequencies in the high mag-

netic fields of the current experiments.

3.8 Trap Fabrication Summary

We have now fabricated traps designed to detect a single electron. The traps have

optimized electrode radii that will allow for tuning out the lowest-order electrostatic

anharmonicity. The laser-machined grooves are deep and narrow to prevent charging

and to screen out any charge that reaches the insulator. The copper electrodes and

alumina ceramic are suitable for operation in a high magnetic field, and the insulator

has low radiofrequency dielectric loss. The electrodes do not exhibit field emission

across the gaps when trapping potentials are applied. The capacitance is calculated

and measured to be small enough to permit sufficient signal-to-noise. And the surface

finish and oxidation barrier should minimize patch potentials. The narrow resonances

we observed (Chapter 5) were made possible by using a trap that satisfies all of these

requirements.



Chapter 4

Cryogenic and Electronic Apparatus

To trap and detect particles, considerable support apparatus is needed in addi-

tion to the trap electrodes. The trap is mounted in an enclosure that provides the

remainder of the electrostatic boundary, which is in turn mounted inside a cryo-

genic vacuum vessel cooled to 100 mK by a 3He–4He dilution refrigerator. A 6 T

superconducting magnet provides the magnetic field needed for radial confinement.

High-stability voltage sources supply the trapping potentials to the electrodes. The

electrons are driven with oscillating potentials applied to the electrodes. And the tiny

signal from the electrons is picked up by two stages of tuned-circuit amplifiers and is

further amplified, filtered, mixed down, and detected by a chain of room-temperature

electronics.

144
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4.1 Trap Mounting and Electrostatic Boundary

The electrostatic trapping potential felt by the particles is determined by the

biases applied to the trap electrodes as well as the potential on the remainder of

the boundary. To ensure that these potentials are well controlled, the trap electrode

plane is placed at one end of a grounded titanium cylinder. A schematic is shown in

Fig. 2.10, and the actual enclosure used in the experiment is represented in Fig. 4.2.

To best approximate the boundary conditions of Eq. (2.5), the enclosure is made large,

subject to experimental space constraints; however, the potentials are still appreciably

modified from the infinite-boundary case, as discussed in Sec. 2.5.2.

The trap is glued to a rectangular frame with a small bead of glue1 in just one

spot near the center to ensure that differential thermal contraction does not stress

the substrate. This frame is then clamped between two plates, one of which has

a circular pocket as a register for the cylindrical enclosure. The frame is clamped,

rather than the trap, to prevent fracturing the ceramic substrate. This also avoids

electrical contact between the enclosure and the electrode that extends from ρ3 to

ρc so that drives or biases can be applied to this electrode. To ensure that the trap

electrode pattern is concentric with the conducting cylinder, a microscope reticle2 is

placed in the pocket of the top plate. The trap mounting frame is moved with a

translation stage until the electrode pattern is well centered3 on the reticle pattern,

as viewed through a 10X telescope mounted 12�� above the trap.
1STYCAST® 1266 epoxy. If necessary, the epoxy can removed without damage to the trap with

stripping solutions such as Miller-Stephenson MS-111.
2Klarmann Rulings KR-265
3The trap is centered to within approximately 100 µm, the spacing of marks on the reticle.

Parallax is negligible since the reticle pattern is positioned 0.02�� above the electrode plane.
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Figure 4.1: A planar trap centered in the mounting frame. The cylindrical
enclosure fits tightly in the circular pocket.

Onto this trap “sandwich” are placed the side and top of the cylindrical enclosure,

which has interior surfaces polished to a mirror finish.4 Two small holes in the side

walls allow the trap volume to be easily pumped out without changing the electrostatic

properties. Electrons are loaded into the trap from a “field emission point” (FEP), a

sharp tip made by electrochemically etching a tungsten rod [197, App. A]. When a

large negative voltage is applied, the strong electric field causes electrons to tunnel

out of the metal by the same process discussed in Sec. 3.5. The field emission point is

mounted in a collet concentric with the trap cylinder, stood off from adjacent parts

with spacers made of fused quartz. The electrons from the FEP follow magnetic
4The following sequence of abrasives was used for polishing titanium: P400 then P600 grit SiC

sandpaper (Norton Abrasives); then 30 µm and 15 µm SiC polishing paper, followed by 9 µm alumina
polishing paper (3M Wetordry 281Q); 1200 grit SiC sandpaper, 6 µm, and finally 1 µm DIAMAT
diamond slurry (sold by PACE technologies). The inside of the cylindrical wall was polished by
mounting it on a lathe and turning at 250-300 rpm. The flat surface of the cylinder top was polished
by hand on a granite table.
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Figure 4.2: Cutaway diagram (left) and photograph (right) of the planar trap
assembly. In the photograph, the cartridge is inverted to show the electrical
leads and strain-relieving contact pad ring.

field lines through a 0.01�� hole in the top of the cylindrical enclosure. The electrons

are highly energetic (∼ 200 eV), and the trapping potential is conservative, so these

electrons are not trapped. The beam of electrons strikes the electrode surface, creates

secondary electrons, and desorbs gas molecules from the electrode surface. Gas ionized

by the beam in the trapping region produces some electrons that fall into the trap.

To enable good RF grounding of all surfaces, all metal parts have silver wires

attached by brazing5 in a vacuum of less than 1.5×10−5 torr.6

5Our lab has found that silver and titanium can be joined mechanically and electrically by brazing
with the same silver-copper eutectic braze alloy (72% silver/28% copper, Lucas-Milhaupt VTG-721)
that we use for joining copper and silver parts, although we have found this method not to be
reliable for making vacuum joints. This is consistent with reports from the literature [229], and e-
beam welding has been our method of choice for silver-to-titanium (or titanium-to-titanium) vacuum
joints.

6A good vacuum is required for brazing titanium, but estimates of the necessary pressure vary
between < 10−3 torr and < 10−5 torr. See Refs. [230, p. 78], [231, p. 176], and [232,233].
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Electrical contact to the electrodes is made by soldering high-purity silver straps

to the contact pads on the back side of the substrate, and these are strain-relieved by

soldering to a pad on a piece of copper-clad teflon/glass weave circuit board mounted

just beneath the trap electrodes.

The assembly is fastened together with threaded molybdenum rods and hand-

wound tungsten wire springs to keep the assembly held together as the relative sizes

of the parts change when cooling to low temperature.

4.2 Trap Vacuum Vessel

The trap is placed in an ultrahigh vacuum to minimize any interaction between

trapped electrons and background gas molecules. To achieve this, the trap-plus-

enclosure assembly is placed in a titanium vacuum container (“trap can”) sealed with

indium seals that is evacuated to UHV at room temperature. Then, a copper pump-

out tube is “pinched off” to cold-weld the vessel shut. The entire volume is then cooled

to low temperature with residual gases freezing out on the cold surfaces. A similar

apparatus used the lifetime of antiprotons to set an upper bound on the pressure of

5×10−17 torr [121].

The entire experiment resides as a parasitic experiment in the trap can, cryostat,

and magnet designed for a next-generation measurement of the electron and positron

magnetic moments. Inside the trap can, the planar trap assembly hangs beneath the

electron/positron trap assembly. This electron/positron trap, made with cylindrical

electrodes and closed endcaps, is fastened to the underside of the top flange of the vac-

uum enclosure for the trap (the “pinbase”), which contains the electrical feedthroughs.
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The straps leading to the electrodes pass through slots in the end plates of the planar

trap and electron/positron trap assemblies to reach the feedthrough pins seven inches

(18 cm) above the trap chip.

The electron g-factor measurement is so sensitive to magnetic fields that an earlier

version of the experiment found that the nuclear field of copper was prohibitively

large [234, 235]. Curie’s law describes the nuclear paramagnetism, M = C/T , where

C is called the Curie constant of the material. The magnetic field fluctuations scale

as dM/dT ∝ T
−2, so materials with large Curie constants cause unacceptably large

magnetic flucutations at very low temperatures. The electron experiment therefore

must be constructed of materials with small Curie constants; hence the materials

used are silver electrodes and leads, quartz spacers, and titanium pinbase and trap

can. When possible, all materials for the planar trap assembly were constructed

from these materials as well. But the trap electrodes could not be fabricated out of

these materials and still meet the demanding fabrication requirements described in

Chapter 3. Copper and alumina have Curie constants [235, Table 3.1] that make them

unsuitable for use in an electrode stack assembly for the electron/positron trap, but

the planar trap is 4.00�� from the center of the electron/positron trap, so its effects are

not problematic.7 The resulting gradients8 are displayed in Table 4.1. The magnetic

field sensitivity to the temperature is to be compared to the approximately 3×10−7

T/K that results from the small nuclear paramagnetism of the electron/positron trap

itself. The linear gradient is 2–3 orders of magnitude smaller than the linear gradient
7The planar trap lies further from the electron/positron trap center than the copper radiation

shield and inner vacuum chamber.
8To simplify the calculation, the square electrodes are treated as axisymmetric. The magnetic field

resulting from a small ring of material with a given magnetization is calculated in Ref. [120, Sec. VI].
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Figure 4.3: Cutaway diagram (left) and photograph (right) of the planar trap
and electron/positron trap assemblies in the trap can.
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from the electron trap electrodes, and the quadratic gradient is completely negligible

compared to the 660 T/m2 magnetic bottle. The contact pad ring for strain-relieving

the leads to the planar trap electrodes also contains Teflon, which has a similar nuclear

Curie constant to alumina, but it contains much less material than the trap electrodes

and substrate and thus does not have an appreciable effect.

B0 6×10−9
T

B1 2×10−7
T/m

B2 3×10−6
T/m

2

dB0/dT −1×10−7
T/K

Table 4.1: Calculated magnetic field gradients and temperature sensitivity
of the magnetic field at the electron/positron trap center, resulting from the
copper electrodes and alumina substrate of the planar trap.

The constraints on materials that can be used in the electron/positron g-factor

experiment make it difficult to construct electrical feedthroughs into the trap can.

We use weldable feedthrough pins9 consisting of an OFE copper wire, a 70/30 Cu/Ni

outer adapter, and an alumina ceramic insulator. Ordinarily these would be brazed

directly into a copper flange, but copper is proscribed so instead the pins are brazed

into a silver plug in a hydrogen atmosphere,10 and the silver plugs are electron-beam

welded to the titanium pinbase. Silver and titanium do not easily form good weld

joints; forming a reliable vacuum joint requires careful selection of joint geometry and

e-beam weld parameters. On separate occasions, leaks were observed to open up after

thermally cycling the experiment, and twice the traps and wiring for both experiments
9Insulator Seal, Inc. (now part of MDC Vacuum Products, LLC), part no. 9411004.

10The braze alloy used is Lucas-Milhaupt VTG-721, which melts at 780 ◦C. The feedthrough
pins are sealed with an AWS-BVAg-30 grade 1 braze alloy, Prince & Izant model PAL 5, which is
composed of 68.5% Ag, 26.8% Cu, and 4.7% Pd, and has solidus and liquidus temperatures of 795 ◦C
and 810 ◦C, respectively. Care must be taken when brazing pins to ensure that the braze alloy on
the pin-to-plug joint melts thoroughly but the joints within the pin do not.
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were removed, the leaking feedthroughs drilled out and replaced, and the apparatus

reassembled. The leaks appeared intermittently at room temperature, and it is likely

that a leak escaped notice for some time, resulting in a poor vacuum in the trap can

when the experiment was operated at 4 K. The symptoms included an FEP failure

on the planar trap experiment and an increase in the number of trapped electrons

in the electron/positron trap when a detuned sideband drive was applied to a small

cloud of electrons; the latter problem vanished when the experiment was cooled to

100 mK, which dramatically decreases the vapor pressure of helium (all other gases

are already frozen out at 4 K). It is likely that vacuum problems also contributed

to signal drifts and particle loss observed in our initial planar trap experiments. A

replacement pinbase with improved welds is currently being fabricated.

4.3 Cryostat and Magnet

The experiment is cooled to 100 mK by a 3He–4He dilution refrigerator.11 Be-

neath the mixing chamber is a region (“tripod region”) in which we have placed cold

electronics: the first-stage tuned-circuit amplifier and the last set of filters for DC

lines. High-purity silver rods12 brazed into silver plates thermally anchor the pinbase

to the mixing chamber.

The dilution refrigerator can reach temperatures as low as 15 mK with no heat

load [164], but we operate it at 100 mK. The cooling power scales quadratically with

temperature [236], which can be regulated with a heater on the mixing chamber. At
11Janis Research Company, Inc., customized version of the JDR-500 model
12Experiments in smaller-bore magnets had three rods; the current experiment has six rods, though

the name “tripod” is still used.
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(a) (b)

IVC

“hat”  feedthroughs

liquid
helium

superconducting
magnet  windings

Figure 4.4: (a) Schematic section view of the magnet, dewar, and dilution
refrigerator assembly. (b) Photograph of the dilution refrigerator insert.
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100 mK, the dilution refrigerator has about 300 µW of cooling power [164]. Some

of this power is required to cool wires coming from higher-temperature stages of the

refrigerator. To minimize these loads, DC biases are applied on very thin wires13 and

heat-sunk at each temperature stage, and RF lines are applied on thin microcoax

cables14 with stainless steel sections between temperature stages and copper sections

heat-sunk at each temperature stage, including two heat sinks at the still on the

axial signal line, one each before and after the second-stage amplifier. The top of

the dilution refrigerator assembly, referred to as the “hat”, contains the feedthroughs

where electrical signals pass between room temperature and the IVC.

The electrons’ radial confinement results from the magnetic field produced by a 6

T superconducting magnet.15 The magnetic field can be shimmed to a homogeneity

of better than 1 part in 108 over a 1 cm3 volume, and it includes a self-shielding

solenoid16 [238] that is expected to reduce fluctuations at the field center by a factor

of up to 100. However, the apparatus is designed so that the electron/positron trap

is positioned at the center of the magnetic field because the g-factor measurement is

acutely sensitive to magnetic field gradients. The planar trap experiment is 4�� below

the magnetic field center. Initial experiments with electrons in planar Penning traps

are intended only to detect the axial motion, not to manipulate or detect the spin

or cyclotron motion; thus, the magnetic field provides only radial confinement, and a

homogenous field is not so important. At 4�� below the field center, the magnetic field
130.003�� constantan wires coated with 0.003��-thick PFA insulation
14Microstock, Inc., UT-34-SS-SS and UT-34C. Both have a 0.034�� outer conductor diameter, a

0.026�� PTFE dielectric diameter, and a 0.008�� inner conductor diameter.
15Cryomagnetics, Inc.
16This method has in fact been used to suppress magnetic field fluctuations in a cryogenic planar

ion trap by placing superconducting rings in close proximity to the trap electrodes [237].
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Planar  trap  first-
stage  amplifier
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Planar  trap  second-
stage  amplifier

Figure 4.5: Dilution refrigerator inner vacuum chamber. Typical tempera-
tures of each stage are indicated.
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experienced by electrons in the planar trap is reduced by 3% (5.18 T at field center,

5.03 T at the planar trap electrodes).17

Unlike the 77 K bore NMR magnets used for other experiments in our laboratory,

the magnet used in this experiment has a cold bore, and the liquid helium that bathes

the magnet windings is the same volume that cools the experiment. This design was

developed for the electron/positron experiment because it enables the trap to rest

directly on the magnet to minimize magnetic field fluctuations arising from mechanical

vibrations. Some magnetic field inhomogeneities will inevitably be present, and trap

motion in a magnetic gradient can broaden the cyclotron and anomaly lineshapes.

In the previous version of the electron g-factor experiment, the trap hung from a

7�-long moment arm below the flange where it attached to the magnet assembly; in

the new design, the bottom section of the dilution refrigerator inner vacuum chamber

(IVC), which is rigidly attached to the trap, rests directly on the magnet coilform,

with flexible bellows mating to the top of the dewar.

The cost of this feature is that the experiment must be inserted directly into the

liquid helium space via a 9�� diameter opening in the dewar neck. It is very difficult

but imperative to minimize the amount of air admitted into the dewar because there is

only 0.020�� clearance between the outer diameter of the IVC and the inner diameter

of the magnet bore, so even a very small amount of nitrogen ice or water ice can

prevent the experiment/refrigerator assembly from being inserted into the magnet.

This happened twice as we were learning to use the new system; each time resulted

in a two-week delay since the magnet had to be discharged and the system brought
17Unlike the electron/positron trap, the location of the planar trap center depends upon the

potentials applied, as discussed in Chapter 2.
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up to room temperature. The outer diameter of the refrigerator assembly mates to

the dewar deck with a sliding seal.18 However, the refrigerator assembly must be

lowered into the dewar by just over 20 inches before the seal seats, and the sliding

seal is imperfect, since helium can sometimes be felt venting out around it. We have

found that air can be mostly hindered from entering the dewar by surrounding the

refrigerator assembly with a helium-filled bag immediately before insertion, fastening

it around the dewar neck as soon as the cover is removed, and flowing helium gas into

the dewar from a different port to maintain a positive gas flow until the sliding seal

is seated. The bag is left in place with helium gas flowing while the refrigerator is

inserted in order to maintain a positive-pressure helium atmosphere so that air does

not leak in around the sliding seal.

The experiment must be lowered in slowly—typically over about three hours—

in order to vapor-cool it efficiently and thus to minimize boiloff of liquid helium.

The outside of the IVC cools quickly, but the inside parts of the refrigerator are not

efficiently cooled without some intervention: radiative cooling is slow, and the exper-

iment and the rest of the dilution refrigerator are very weakly conductively coupled

to the IVC because they must be at different temperatures when the refrigerator is

operating. Thus, the IVC must be filled with an exchange gas to conduct the heat

from the inside of the refrigerator to the walls, which are cooled by helium vapor; the

exchange gas is then pumped out just above its boiling point once the experiment is

cold. We used helium initially, until discovering the unacceptable vapor pressure in

the trap can. It was thought at the time that the cause was helium permeation of the
18Astra Seal, a teflon-encapsulated stainless-steel spring, is rated to operate at temperatures as

low as −250 ◦C.
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glass [239] in the 200 MHz feedthrough for the electron/position experiment’s axial

amplifier, though a leaky e-beam weld joint is now a much likelier explanation for

the observed problems. A subsequent cooldown using neon as the exchange gas was

attempted, but the neon froze just a few minutes into the cooldown procedure. Even

though the top plate of the IVC was still nearly at room temperature, the bottom of

the IVC had already been sufficiently vapor-cooled to freeze the neon. Helium has

necessarily been used thereafter, even with a known leak in the trap can. Since he-

lium will leak into the trap can during this process, operating at 4 K will not produce

an adequate vacuum, so the dilution refrigerator must be started prior to loading

particles. A piece of charcoal sorb was added to the inside of the trap can because

its enormous surface area increases the cryopumping of helium at low temperatures.

4.4 DC Biases

Stable trapping potentials are crucial for detecting a single electron’s axial signal.

For an orthogonalized trap [125], the axial frequency depends strongly upon only the

potential difference between the ring and endcaps; therefore, only this potential must

be held very stable. There is generally a single compensation voltage, and the axial

frequency depends only weakly upon it, so it is unnecessary to go to great lengths

to stabilize it. A planar trap cannot be orthogonalized (see Chapter 2), however, so

each of the trap potentials, like the ring voltage in a cylindrical trap, must be kept

stable in order to avoid drift or broadening of the axial resonance.

Each of the three electrode potentials originates from a floating high-stability solid-
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state voltage source19 used to charge a large (10 µF) capacitor20 in the cryostat. The

potentials are applied on shielded twisted-pair cables that are further shielded within

in an aluminum duct from the electronics rack to the top of the dewar. Potentials

enter the IVC on high-leakage-resistance ceramic feedthroughs; because this resistance

forms a voltage divider with the resistors in the bias line, a fluctuation in leakage

resistance changes the potential applied to the electrode and hence also the axial

frequency. Inside the IVC, the potentials are carried on constantan twisted pairs,21

with both wires passing through LC filters thermally anchored to the 1 K pot. The

voltage is applied to the pin after a final RC low-pass filter, and to avoid ground

loops, the neutral lead is grounded only at the pinbase. The third electrode has four

segments tied together in two pairs so that a drive applied to one half of the electrode

has the correct geometry to cool (or heat) the magnetron motion (Sec. 5.4). A hand-

wound inductor connected between the two pairs permits the DC bias to be applied to

the whole electrode while blocking the drive applied to one side. The fourth electrode

(ρ > ρ3) is tied to ground at DC with a 10 kΩ resistor.

Amplifier biases from a Harvard-built computer-controlled voltage supply22 enter

the IVC on a 40-pin Fischer connector and are similarly routed through LC filter

boards at the 1 K stage and (for the first-stage amplifier) the base temperature

region.
19Fluke 5440B
20Vishay MKP-1840
21The four-segment e3 electrode has one lead to each segment so that we can verify in situ that

the bias is reaching all segments. To decrease the number of lines, these leads are twisted in a bundle
of six with a single ground wire.

22Harvard Electronics Instrument Design Lab BabyDAC, Rev. 3, Oct. 2010
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4.5 Tuned-Circuit Amplifiers

The tiny signal from an electron’s axial oscillation (a few hundred femtoamps

for a large amplitude of 0.1 mm) is picked up by two stages of homemade tuned-

circuit amplifiers. The capacitance between the detection electrode and adjacent

electrodes provides a path to ground for the axial signal. Over a narrow frequency

band, this capacitance can be canceled by an appropriately chosen inductor; at the

resonant frequency of the circuit, the circuit is effectively a large parallel resistance.

A trapped particle is damped by this resistance, and the energy dissipated in the

resistor provides the signal that is amplified and detected, as discussed in Sec. 2.7

and depicted schematically in Fig. 2.16.

4.5.1 Parallel resonant circuit

A simplified model of the tuned circuit at the input of the first-stage amplifier is

shown in Fig. 4.7a. Near resonance, the circuit of Fig. 4.7a is described to a very

C L RI

to  FET

C
L

r

I

to  FET

 ≈ LC

Figure 4.7: Model of the tuned circuit at the input of the first-stage amplifier
(left) and impedance-transformed circuit near resonance (right).

good approximation by the RLC parallel circuit of Fig. 4.7b, and on resonance, ω =

ωLC ≡ 1/
√
LC, the reactance of the inductor cancels the reactance of the capacitor
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and the impedance is purely resistive,23 with a value that is inversely proportional to

the (unavoidable) residual series resistance,

R =
L

rC
. (4.1)

The circuit is driven by a current I that has contributions from the current induced

by the axial motion of trapped electrons as well as the Johnson noise in the resistor,24

IN =
�

4kBTB/R, (4.2)

where kB is the Boltzmann constant, T is the temperature, and B is the measurement

bandwidth. The power dissipated in the resistor is P = I
2(Re Z), where Z is the

complex impedance of the parallel circuit. This has the familiar Lorentzian lineshape,

Re Z = R
(Γ/2)2

(ω − ωLC)2 + (Γ/2)2
, (4.3)

where Γ is the FWHM,

Γ =
ωLC

Q
=

1

RC
, (4.4)

and the quality factor Q is simply the ratio of the parallel resistance to the (inductive

or capacitive) reactance,

Q =
R

ωLCL
= ωLCRC =

ωLCL

r
, (4.5)

where in the latter equality, we have used Eq. (4.1). (This expression is just the

quality factor of the inductor, i.e., the ratio of its reactance to its series resistance,
23This is true in the limit of large Q. On resonance, the impedance of the circuit in Fig. 4.7a

is actually equivalent to a resistance L/(rC) + r = (1 + 1/Q2)R in parallel with a capacitance
C/(Q2 + 1). For Q ∼ 1000, Eq. (4.1) is nearly exact.

24Although Johnson noise is often expressed as a voltage source in series with R, the Norton
equivalent circuit is a current source in parallel with R.



Chapter 4: Cryogenic and Electronic Apparatus 163

at resonance, QL = XL/r = ωLCL/r.) A more sophisticated model is described in

Ref. [134, Sec. 4.1].

We can see from Eq. (4.2) that the ratio of the current induced by trapped particles

to the noise current scales with
√
R. Thus, large R gives large signal-to-noise. From

Eq. (4.1), we see that this can be achieved with high Q (i.e., minimal r), and that for

a given frequency, it is desirable to minimize the capacitance.

4.5.2 First-stage amplifier construction

The first-stage tuned circuit amplifier, depicted schematically in Fig. 4.8, closely

follows the design of the 64 MHz first-stage amplifier used in experiments with a single

trapped electron [197], in which feedback cooling of a self-excited axial oscillator was

first demonstrated [170]. The amplifier input network centers on the inductor, a hand-

wound coil of high-purity silver wire surrounded by an OFE copper cylinder (“amp

can”). The geometry is designed to maximize the Q [240]; in particular, the amp can

was chosen to have the largest diameter that could fit in the tripod region without

interfering with the tube for the positron source. This inductance tunes out the

capacitance of the circuit. This capacitance is not just the capacitance between the

detection electrode and the adjacent (RF-grounded) electrode (∼1 pF); it also includes

other contributions (15–20 pF), including the capacitance of the long lead from the

electrode to the feedthrough pin inside the trap can, the capacitance between windings

of the inductor, and stray capacitance of components of the circuit, particularly the

coaxial lead from the feedthrough pin.



Chapter 4: Cryogenic and Electronic Apparatus 164

100

15 nH
750 nH

6.8 pF

1 nF 1 nF

1M 1M

1 pF

0.5 pF

gate
bias

g

d

ss
post

1 nF

amp can

pinbase

feedthrough pin

100

post

amp board - back

amp board - front

B

SMA jack

signal out

SMA jack

1M

electrode
bias

Figure 4.8: Schematics (left) and photograph (right) of the first-stage
amplifier circuit board and the connections to the helical resonator and
feedthrough. The entire assembly resides in an OFE copper can, of which
the upper section, which encloses the circuit board, is shown. The back side
of the amp board is drawn in the same orientation as the top of the board,
as if seeing through the board.
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Gain is provided by a high electron mobility transistor (HEMT),25 a type of field-

effect transistor (FET), and the signal from the particles is capacitively coupled to

the FET input so that the electrode and FET gate can be separately biased. To

achieve a large Q, Eq. (4.5) shows that it is necessary to avoid introducing any

resistance in parallel with the tuned circuit that is the same order or smaller than the

effective parallel resistance of the tuned circuit. A capacitive impedance transformer

[241, Ch. 2] on the FET gate effectively increases the input impedance of the FET.

Similar capacitive dividers are placed on drive lines so that the 50 Ω impedance of

the transmission lines does not load down the tuned circuit. A suppression circuit

consisting of an inductor and resistor in parallel prevents oscillation since this circuit

is lossy at high frequencies [242].

The resulting front-end circuit has Q ∼ 1200 at low temperature when connected

to the trap, as shown in Fig. 4.9. It was previously suggested [197] that the Q could

be limited by a long lead from the electrode, and indeed, the Q is diminished by up to

a factor of 2 when placed on the trap compared to a test capacitor. However, this large

Q is achieved despite having an eight-inch strap from the electrode to the feedthrough

pin inside the trap can, plus another three inches of lead that includes the feedthrough

and the strap to the amplifier input. The increased Q relative to the 64 MHz amplifier

used on a previous electron-trapping experiment may be due primarily to the larger

amp can permitted by the larger-diameter magnet bore. The circuit includes surface-

mount resistors and inductors and ATC porcelain (P90) microstrip capacitors on a

copper-clad teflon/glass substrate, which is less lossy at high frequencies compared

to G10 epoxy/glass.
25Eudyna (now Sumitomo Electric Device Innovations) FHX13LG
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Figure 4.9: Sample amplifier noise resonances on the trap at 4 K. Here the
first-stage amplifier is biased so that Vd = 0.3 V and Id = 167 µA, and
the second-stage amplifier is biased so that Vd = 1.0 V and Id = 127 µA.
The fit in (b) is to a Lorentzian with Q = 1200. The slight asymmetry
arises because the first-stage front-end resonance is not exactly centered on
the second-stage resonance, as is clear from (a). The shape of the noise
resonance changes somewhat from 4 K to 100 mK; an example of the latter
is shown in the last graph of Fig. 5.2.

The output impedance of the FET (∼kΩ) is matched to a 50 Ω transmission line

using a simple LC circuit called an L-network [241, Ch. 4]. The shunt capacitor

transforms the real part of the load impedance to a larger value, and the series induc-

tor resonates away the reactance added by the capacitor. The impedance matching

network is designed so that its resonant frequency lies slightly below the front-end

resonance (see Fig. 4.10) to avoid positive feedback to the input, which would cause

regeneration [197].

The axial motion of the particle thermalizes with the detection circuit, so achieving

a low temperature requires good heat-sinking to remove the heat dissipated in the

FET. This is accomplished by soldering one of the FET source leads to the nearby

nub of the silver “post” on which the amplifier board is mounted. Unlike all other
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Figure 4.10: Reflection off the output network of the first-stage amplifier at
nearly optimal matching, as recorded with a network analyzer. The amplifier
is biased to Vd = 0.3 V and Id = 97 µA. The front-end resonance is visible
1–2 MHz above the output resonance.

solder joints in the amplifier, this joint is made with a low-temperature solder26 to

avoid damaging the FET [197]. The post is in turn bolted to one of the legs of the

tripod to provide a good thermal connection to the mixing chamber. In this case,

the post is an L-shape made by twice bending a sheet of 1/8��-thick annealed silver

to enable a larger amp can to fit in the tripod region.27

The amp can is connected to pinbase ground via a silver tube soldered into the

bottom of the amp can; this forms a coaxial lead from the feedthrough pin that is

well shielded except for a small gap near the pinbase. A strap on the inside of the

amp can provides a ground connection to the back side of the amp board, which is

also soldered to the post.
2652/48 In/Sn
27Since the post is large and very thermally conductive, a very large soldering iron was required

to get it hot enough for soldering to the back of the amp board with ordinary tin/lead solder. A
Wall Lenk LG550 soldering gun was effective for this purpose.
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4.5.3 Second-stage amplifier

The axial signal is further amplified by a second cryogenic amplifier. The signal

is attenuated as it travels along long stainless steel microcoax cables. The second

stage amplifier counteracts this loss and boosts the signal above the noise floor of the

first room-temperature amplifier. Furthermore, the second-stage amplifier reduces

the effective temperature of the tuned circuit by reducing the temperature of the

first-stage amplifier load [134].

The second-stage amplifier used in the present work is the same as the 64 MHz

amplifier used previously; the circuit diagram is shown in Fig. 4.6, and a layout

schematic and further details can be found in [197, Sec. 4.3.4]. The input network of

the second-stage amplifier is a three-element impedance-matching network, known as

a π-network [241], which is designed to match the 50 Ω impedance of the transmission

line to the 20 kΩ resistor in parallel with the FET input. The capacitor in the input

network was changed from the value used in Ref. [197] to shift the resonant frequency

so that it is better aligned with the first-stage front-end resonance.

4.6 RF Detection

After the second-stage cryogenic amplifier, the signal passes through a commercial

bandpass filter28 and broadband amplifiers29 and can then be detected on a spectrum

analyzer. The signal is then mixed down to ∼5 MHz, passed through narrow crystal

filters and further amplified, and finally mixed down to 4965 Hz where it can be
28Minicircuits BBP-60
29Miteq AU-1464-BNC
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viewed on a signal analyzer30 and recorded with a PC data acquisition card,31 which

functions like a low-frequency lock-in amplifier. A full schematic is shown in Fig. 4.11.

Drive lines are in place to apply an oscillating voltage to an electrode; trapped

particles experience an oscillating electric field that drives them to larger amplitudes,

creating a larger signal. Drives originate from frequency synthesizers,32 are controlled

by RF switches,33 and travel from the “hat” to the pinbase on microcoax lines, as

described in Sec. 4.3, to minimize attenuation of high-frequency signals.

The drive can be picked up directly by the amplifier, drowning out the signal

from a single electron. To limit this feedthrough, we apply drives at two different

frequencies [3]: a drive at ν1 = 4.995 MHz modulates the trapping potential, and a

drive on the sideband at νz − 4.995 MHz excites the electrons’ axial motion. The

resulting amplitude is smaller (compared to a drive of the same strength applied

directly at the axial frequency ωz) by a factor of β/2, where

β =
�ωz

2ω1
, (4.6)

and the modulation strength � is defined by the replacement of ω2
z in the equation of

motion by ω
2
z(1 + � cos(ω1t)) and is roughly proportional to the strength of the 4.995

MHz drive [120, Sec. III.C].

The feedthrough of the drive to the amplifier is greatly reduced by applying drives

that are outside the passband of the front end of the amplifier. However, the non-

linear response of the FET mixes together the two drives, and feedthrough at νz can

still be seen for strong enough drives. To reduce the feedthrough further, we use a
30HP 3561A
31National Instruments PCI-4454
32SRS DS345 (4.995 MHz), Programmed Test Sources PTS-250 (all others)
33HP 8765A RF switches, controlled with an HP 87130A switch driver
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compensated drive scheme, in which a drive is applied to two different electrodes.

The relative drive strengths and phases are adjusted so that the feedthrough from

one drive to the amplifier is cancelled by the feedthrough from the other drive. It is

important that the drives not cancel out at the particle, although the effective drive

strength may be reduced.

In this experiment, drives can be applied either to the fourth electrode or to half

of the third electrode. An axial drive applied to the fourth electrode should produce

a stronger oscillating electric field at the particle (see Table 4.2), but better driven

signals were achieved by driving on the third electrode. The fourth electrode was

I II III IV

e3 22.6 34.7 34.6 39.1

half of e3 11.3 17.4 17.3 19.5

e4 40.4 48.6 48.6 51.3

Table 4.2: Electric field magnitude in V/m at the trap center (for each of the
four values of z0 from Table 2.6) resulting from 1 V applied to the indicated
electrode (see Eq. (2.64)). The displayed values are C1i/(2ρ1), as defined in
Eq. (2.14). Electrode e4 extends from ρ3 to ρc.

used to apply a compensation drive at 4.995 MHz. The split third electrode is used for

cooling or heating the magnetron motion. Since the magnetron frequency is smaller

than the width of the amplifier front-end resonance, a sideband drive (unlike the

drives at 4.995 MHz and ν − 4.995 MHz) is strongly amplified. A strong sideband

drive can saturate the amplifier, so it is helpful to compensate this drive line as

well. The sideband compensation drive is applied to a resistor that lies in the tripod

region, intended to couple to the amplifier but not to the particles. The drive and

compensation lines are shown schematically in Fig. 4.11.



Chapter 5

Electrons in a Planar Penning Trap

Using the optimized design parameters of Chapter 2 and the traps fabricated as

described in Chapter 3, we now present experimental evidence of what seems to be

one electron in a planar Penning trap, but is certainly a very small number. Sensitive

radiofrequency detection methods from cylindrical Penning traps are demonstrated

for the first time in planar Penning traps. The anharmonicity of the trap is sub-

stantially reduced by applying the tuning procedure developed in Sec. 2.5.4. This

produces better stability and narrower resonances that in turn enable loading a small

number of particles. The measured resonances are more than four orders of mag-

nitude narrower than resonances reported in Mainz and Ulm, which were estimated

to be broader than 1 MHz [144, 146], and substantially narrower than the ∼5 kHz

width that previous researchers had claimed was the minimum possible width for

a millimeter-scale trap [138, 146].1 The success of these techniques and the broad

agreement with the behavior predicted by our theoretical study together suggest that
1An axial temperature of 5 K is assumed.

172
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unambiguously detecting a single electron in this apparatus should be possible in the

near future with the methods presented here. This in turn points the way toward

realizing one-electron qubits in a scalable architecture.

5.1 Detecting Trapped Electrons

The principal method used for detecting trapped electrons in this work is to ob-

serve their response to the thermal noise in the detection circuit. The equation for

the center-of-mass motion of N particles in a harmonic trapping potential between

the plates of a capacitor (the trap capacitance) can be recast as the expression for an

LC series circuit with an inductance and capacitance given by [243]

�p =
m

N

�
2ρ1
qD1

�2

, (5.1)

cp =
N

�pω
2
z

. (5.2)

Equation (5.1) can be rewritten in terms of the single-particle damping rate γz intro-

duced in Eq. (2.69),

�p =
R

Nγz
, (5.3)

where R is the effective parallel resistance of the tuned circuit. The circuit model for

the electrons interacting with the tuned circuit of Fig. 4.7 is shown in Fig. 5.1. For

ω ≈ ωLC , the resulting power spectrum is described by the lineshape [244]

P (ω) ∝ ω
4
LC(ω

2 − ω
2
z)

2

[(ω2 − ω2
z)(ω

2 − ω
2
LC)− ω2ΓNγz]

2 + ω2Γ2 [(ω2 − ω2
z)− ΓNγz]

2 , (5.4)

where ωLC and Γ = ωLC/Q are the center frequency and width, respectively, of the

tuned circuit (Eq. (4.4)).



Chapter 5: Electrons in a Planar Penning Trap 174

C L
cp

lp
RI

to  FET

C L RI

to  FET

trapped electrons

Figure 5.1: Circuit model for trapped electrons with resonant frequency ωz =�
�pcp coupled to the RLC parallel circuit of Fig. 4.7. At ω = ωz, the

particles short out the Johnson noise from the tuned circuit.

The lineshape of Eq. (5.4) describes how the amplifier resonance shape is modified

by its interaction with trapped particles. The Johnson noise on the detection electrode

drives the particles; near resonance, the signal induced by the particles’ motion cancels

out the noise. The trap potentials are adjusted so that the particles’ axial frequency

lies on or near the tuned circuit resonance, i.e., ωz ≈ ωLC . In this case, if there are

many particles in the trap, Nγz � Γ, the noise-driven tuned circuit resonance appears

not as a Lorentzian but as two peaks separated by
√
NγzΓ. For a small number of

particles, the tuned-circuit response has an inverted Lorentzian “dip” centered at ωz

with width Nγz. The particles effectively short out the noise at ω = ωz, as can

be seen intuitively from the LC series circuit model (Fig. 5.1). Since the width of

a narrow dip is proportional to N , the width gives an indication of the number of

particles in the trap. Dips observed in a planar Penning trap are shown in Fig. 5.2.

Dips were not observed in previous experiments with planar Penning traps at Mainz

and Ulm [144,146], and the first observation of trapped electrons at Harvard revealed

a resonance narrower than had been observed in either of those earlier experiments.

An attractive feature of planar Penning traps is that they have a tunable damping

width γz. The minimum of the axial potential can be moved closer to and farther away
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Figure 5.2: Dips from successively smaller clouds loaded into a planar Pen-
ning trap. The amplifier noise resonances differ from the N ∼ 50000 and
N ∼ 5000 dips to the N ∼ 400 dip because the former were recorded at
4 K while the latter was recorded at 100 mK. Narrower dips are shown in
subsequent figures.
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from the electrode plane, resulting in stronger or weaker coupling to the detection

circuit, as shown in Fig. 2.17, and hence larger or smaller γz. Values of γz are given

in Table 5.1 for the four optimized configurations from Table 2.6; however, γz and z0

can be made to vary continuously between these values.

I II III IV

z0 2.58 mm 1.56 mm 1.57 mm 1.12 mm

γz/(2π) 1.7 Hz 16.7 Hz 16.2 Hz 55.5 Hz

Trap depth 6.0 V 1.2 V 1.2 V 0.6 V

Table 5.1: Calculated properties of the four optimized potentials from Ta-
ble 2.6, scaled so that νz = 66.21 MHz. The damping width is for detection
on the center electrode with a damping resistance of 126 kΩ. Dimensional
changes from thermal contraction are estimated to change these values by
less than 1%.

We have demonstrated this tunable damping in a planar Penning trap, varying

the dip width by more than an order of magnitude for the same cloud; an example

is shown in Fig. 5.3. This feature offers a possibility for detecting small numbers of

particles because the damping width for a single particle could exceed the anharmonic

width even when the trap is not optimally tuned. The large damping width is what

enabled the detection of very small numbers of particles, as described in Sec. 5.5.

It is important to note that while increasing the damping by varying z0 may allow

improved detection by achieving a damping width that exceeds the anharmonic width

∆fz,
∆ωz

ωz
≈ |a2|

kBTz
1
2mωz

2ρ1
2
, (2.36)

it does not improve the signal-to-noise for dips because the detection bandwidth must
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Figure 5.3: Dips from the same cloud of particles in two different potentials.
The damping width changes dramatically as z0 changes. These examples
have calculated z0 values of 1.57 mm (red curve) and 2.62 mm (blue curve),
with calculated single-particle damping widths γz/(2π) of 16.2 Hz and 1.5 Hz,
respectively. Fitting the measured dips to inverted Lorentzians yields widths
of 6.2 kHz and 600 Hz, respectively. The observed dip width continues to
widen or narrow as the potentials are adjusted to vary z0 over an even wider
range.



Chapter 5: Electrons in a Planar Penning Trap 178

be increased in order to resolve the broader dip. The induced voltage,

VI =
qD1

2ρ1
Rż, (2.68)

is proportional to the factor D1 that describes the coupling to the detection electrode.

The detection bandwidth B must be increased in proportion to the damping, and the

damping rate

γz =

�
qD1

2ρ1

�2
R

m
(2.69)

is proportional to D
2
1. Thus, the Johnson noise voltage VN ∝

√
B ∝ √

γz ∝ D1, and

it is evident that the scaling is the same for the signal and the noise.2

Although dips are the primary method of detection used in this work, we also de-

tect the particles response to an axial drive applied to one of the electrodes (Sec. 5.3.2),

and we detect the axial excitation when we drive a sideband of the axial motion to

cool the magnetron motion (Sec. 5.4).

5.2 Loading Electrons

Careful loading procedures are essential for stable operation of a planar Penning

trap. Even though great care has been taken to fabricate trap electrodes with minimal

exposed insulator, it is important to prevent stray charge from reaching the insulator

in the course of loading particles into the trap or dumping them out.

Electrons are loaded by applying a large negative voltage to the FEP as described

in Sec. 4.1. To avoid unwanted charging, it is important to use the lowest possible
2Increasing the damping by increasing the amplifier Q (and hence the effective parallel resistance

R), however, does improve the signal-to-noise, as noted in Sec. 4.5.1, because γz ∝ R; whereas for
the amplifier coupling, the scaling is γz ∝ D2

1.
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current. The axial frequency has been observed to drift after loading particles,3 with

very large drifts occurring for large clouds loaded at higher currents (tens of kHz/hour,

and even more than that within the first minutes after loading) and much smaller

drifts observed for very small clouds (100 Hz/hour or less).4 The FEP current required

to trap a detectable number of particles has rapidly decreased as we have gained

experience trapping electrons in a planar Penning trap. Our earliest experiments used

a large current (20–25 nA) for 90 seconds to load a large cloud and detect a trapped

particle signal for the first time. This turns out to be much more than necessary, even

to load very many particles (e.g., the 50,000-particle cloud in Fig. 5.2 was loaded at

8 nA for 10 seconds), and after loading at such large currents, the dip center drifted

by 10–20 kHz/hour. The 5,000-particle cloud of Fig. 5.2 was loaded with 10 seconds

at ∼100 pA, which is the lower limit of our detection sensitivity by monitoring the

voltage across a 1 MΩ sense resistor with a handheld multimeter. Small clouds are

loaded for 60 seconds at currents well below 100 pA. The axial frequency is adjusted

by changing all of the potentials by a common scaling factor so that they remain in

proportion to each other. The amount by which the potentials must be adjusted in

order to observe a dip centered on the amplifier depends strongly on the cloud size,

likely due to accumulated stray charges, but possibly also from space charge effects.

As a single electron is desired, larger particle numbers were useful only for initially

finding a resonance until smaller, more stable resonances were established.
3This has been observed in our group even in one experiment with a cylindrical trap that had no

insulator that could be “seen” from inside the trapping volume.
4The drift was also observed to be greater in potentials with smaller values of z0, although it

is not known whether this is because of the proximity to stray charges on insulating surfaces or
whether it is related somehow to the increased damping experienced in these potentials.
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A good procedure is also essential for emptying the trap when desired.5 We ensure

that charge is not deposited on insulating surfaces by biasing all three electrodes to

−10 V, creating a potential hill that the electrons roll down as they follow magnetic

field lines and strike the conducting trap enclosure (Fig. 4.2). The FEP is also biased

to +18 V to attract any electrons escaping through the small hole in the opposite end

of the enclosure.

The loading efficiency depends on the choice of potentials used because a deep

potential well collects more particles than a shallow one. For each of the four opti-

mized harmonic potentials (Table 5.1), the potential on axis is plotted in Fig. 5.4;

it is evident that configuration I produces the greatest trap depth because particles

with up to about 5 V above the potential minimum can remain in the trap without

striking the center electrode at z = 0. When doing experiments in shallow potential

wells, electrons are first loaded into a deeper potential well and subsequently the po-

tentials are changed to produce the shallower well. For example, we have observed

that for a sufficiently small FEP current, loading directly into configuration III yields

no trapped particles at all, but it is possible to load a small number of particles into

configuration III by loading at the same FEP current into configuration I and then

changing the potentials.

To further protect the gap between the center electrode and second electrode from

stray charges, a few attempts were made to load into a potential for which V1 − V2 is

large and positive (e.g., Vi = {45, 0, 165} volts) and then transfer to a more harmonic

potential. Even though particles could be transferred into such a potential and back,
5We have observed that simply setting the electrode biases to 0 V and then restoring them to

their original values sometimes results in electrons remaining in the trap.
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loading into this potential at the same FEP current yielded no trapped particles.

III�IIIIV

0 2 4 6 8
0

1

2

3

4

5

6

7

z �mm�

V�z 0�
�
V�z��

vo
lts
�

Figure 5.4: The potential on axis for the three sets of biases in Table 2.2.
Any particles reaching the electrode plane at z = 0 are lost from the trap.
The larger trap depth of configuration I is evident.

5.3 Tuning the Trap

Although the trap was carefully designed to minimize the effects of anharmonic

terms in the electrostatic potential, inevitable imperfections result in some resid-

ual anharmonicity when the calculated optimized trap potentials are applied (see

Sec. 2.5.3). It is necessary to tune the trap in situ by adjusting the potentials to

make the trap more harmonic (see Sec. 2.5.4).

There are different ways of measuring how the harmonic properties of the potential

change in response to adjustments in the electrode biases. In cylindrical Penning

trap experiments, traps are usually tuned by exciting the axial motion of a cloud of

particles with an oscillating voltage applied to an endcap or compensation electrode.
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This method, discussed in Sec. 5.3.2, produces a larger-amplitude oscillation and thus

produces better signal-to-noise, especially for small numbers of electrons. However,

the potential in a planar Penning trap prior to tuning is likely to be substantially

more anharmonic than the potential in a cylindrical trap before tuning, so large-

amplitude oscillations may not produce a useful feedback signal for tuning the trap.

Initial tuning can proceed with dips, in which the electrons are driven only by the

thermal noise in the tuned circuit. This method, discussed in Sec. 5.3.1, is the one

that has been successful in tuning our trap to date.

5.3.1 Dips

A small number of electrons in an ideal harmonic potential would produce a

dip described by the lineshape of Eq. (5.4), going all the way to zero power with

a width equal to Nγz. Electrons in an anharmonic potential will produce a dip

that is broader and shallower.6 To tune a trap with dips, a cloud of electrons is

loaded, and the potentials are adjusted until the dip width is minimized and the dip

depth is maximized. Tuning the traps with dips has produced a sufficiently harmonic

potential to observe a very small number of trapped particles despite the lack of

reflection symmetry of the electrodes about the trap center.

When tuning the trap, there are three electrode biases that can be adjusted, but

there are only two free parameters because the axial frequency must be held fixed in
6A lineshape that generalizes Eq. (5.4) has not been obtained for particles trapped in an anhar-

monic potential coupled to a tuned circuit. However, since the dip is caused by signal induced by the
axial oscillation of particles, the amplitude dependence of the frequency ωz(A) will be as described
in Sec. 2.2. Thus, the dip due to particles in an anharmonic potential should be well approximated
by considering the response to be a dip of width Nγz that is smeared out over ∆fz due to thermal
amplitude fluctuations. For a large number of particles, the response may be affected by the coupling
between the center-of-mass motion and the internal degrees of freedom.
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order to keep the particles resonant with the tuned circuit and observable with the

detection electronics. The two free parameters are depicted as ∆V2 and ∆V3 along

the two axes in Fig. 2.11. Tuning the trap consists of following a path starting from

the origin in this two-parameter space.

Varying the potentials will in general change z0 and hence also γz. This will

confound attempts to tune the trap by monitoring the dip width. In fact, this was

observed in an initial attempt to tune the trap along the path ∆V3 = 0 (that is, V1 and

V2 were varied but the axial frequency was kept constant). Starting from potentials

with the same values of �Vi as configuration I in Table 2.6, the dip width was observed

to decrease monotonically, as shown in Fig. 5.5; this was attributed predominantly

to z0 increasing rather than to |a2| decreasing. The effect of increasing z0 is that

the damping decreases as the trap center is moved farther away from the detection

electrode. The agreement with the expected behavior, however, gave evidence that

the dip width was being limited by the damping Nγz rather than by the anharmonic

width arising from thermal fluctuations in the axial amplitude.

To tune with dips, therefore, we must add the constraint that z0 remain constant,

which leaves just one remaining free parameter. Besides the damping width, we do

not have a way to measure z0. Thus, we must dead-reckon by relying on the calculated

dependence of z0 upon the electrode bias potentials Vi. In cylindrical traps, the value

of the compensation potential Vc that gives C4 = 0 in practice is quite different than

the value calculated based on the nominal trap dimensions because the value of Vc

that gives the cancellation C4 = 0 depends on the exact dimensions. However, the

slope ∂C4/∂Vc should depend on the gross dimensions and should be changed only
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Figure 5.5: The measured dip width varies as V1 and V2 are adjusted while
V3 and the axial frequency are held constant. The line gives the damping
width Nγz, where γz is calculated for the potentials used at each point, and
the single free parameter N = 600 is used for all points. The agreement
indicates the validity of the theoretical description and suggests that the
observed width is dominated by the N -particle damping width rather than
the anharmonic width ∆fz. The square point has �Vi given by column I in
Table 2.6.
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slightly by the imperfections; in practice, it is measured to be very nearly the same

as the calculated value. Similarly, we assume that z0 may not be the same as the

calculated value but the derivatives ∂z0/dVi are likely to be reliable. For simplicity,7

we write the constraint equations for small changes ∆Vi as

∆ωz(∆V1,∆V2,∆V3) ≈
∂ωz

∂V1
∆V1 +

∂ωz

∂V2
∆V2 +

∂ωz

∂V3
∆V3

!
= 0, (5.5)

∆z0(∆V1,∆V2,∆V3) ≈
∂z0

∂V1
∆V1 +

∂z0

∂V2
∆V2 +

∂z0

∂V3
∆V3

!
= 0. (5.6)

These two equations may be solved to write, for example, ∆V1 and ∆V3 in terms of a

single free parameter ∆V2. This corresponds to a path through the parameter space

given by the blue curve in Fig. 5.6. If it turned out that the constant-z0 contour

was parallel to the a2 = 0 contour, it would be possible to try to tune the trap

with constant z0 without ever tuning out the lowest-order anharmonic coefficient.

However, the constant-z0 and a2 = 0 contours still intersect for the various sample

geometric imprecisions considered in Sec. 2.5.3, so the procedure is expected to work.

Of course, by relying on the calculated values of ∂z0/∂Vi without an independent way

to measure z0, we will inevitably still wind up changing z0. As a result of geometric

imprecisions, the actual path taken through the two-parameter space will be near but

very slightly different from the constant-z0 contour, but this should not appreciably

change the tuning procedure at all. For the sample deviations of the trap radii from

their nominal values, the potentials applied at each point in Figs. 5.8 and 5.9 will

cause z0 to change by only a few microns, with a resulting change in γz of about 1%

or less.
7Of course, the exact expressions from Chapter 2 may be used instead of the first-order Taylor

series, but for small steps, the error produced by using Eqs. (5.5) and (5.6) is negligible.
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Figure 5.6: Contours of a2 = 0 (black, solid) and a4 = 0 (black, dashed)
from Fig. 2.11, overlaid with contours of constant z0 (blue) for various sample
imperfections. The constant-z0 contours for the sample imperfections are all
contained within the thickness of the blue line, indicating that ∂z0/∂Vi is not
very sensitive to the imperfections.
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Fig. 5.7 gives the predicted behavior of the lowest-order anharmonic coefficient a2

and the corresponding thermal width ∆fz as the potentials are varied with z0 and νz

held constant. It is clear that imprecisions in the electrode radii are expected to shift

the optimal point (a2 = 0) but are expected not to change the essential behavior. The

lowest-order coefficient a2 varies smoothly, and at the point where it changes sign,

the lowest-order approximation to the thermal width is zero; at this point, the width

is given simply by the damping Nγz. In practice, higher-order anharmonic terms and

imperfections other than imprecise radii will result in a finite minimum thermal width,

but experiments in cylindrical Penning traps have demonstrated anharmonic widths

smaller than the single-particle damping. As mentioned in Sec. 2.4.2, cylindrical traps

can achieve |a2| ∼ 8×10−6, which corresponds to a thermal spread of frequencies

∆fz = 0.5 Hz, smaller than the typical damping width γz ∼ 1 Hz.

Tuning a laboratory trap shows results similar to those predicted in Fig. 5.7. A

minimum in the axial width is indeed observed, as shown in Figs. 5.8 and 5.9.

The tuning procedure consists of choosing a step size ∆V2, calculating ∆V1 and

∆V3 required to satisfy Eqs. 5.5 and 5.6,8 and applying those potentials to the elec-

trodes. The calculated changes to the potentials still result in a small change in the

axial frequency, observed as the dip shifting on the spectrum analyzer. To correct

for this, the three potentials are then scaled by a constant factor to bring the axial

frequency back to its original value without further changing z0. This procedure was

carried out using two starting points, one each near configurations I and III from

Table 2.6, with the results shown in Figs. 5.8 and 5.9, respectively. The narrowing
8The quantities ∂ωz/dVi and ∂z0/dVi depend on the three potentials Vi, so they must be recal-

culated at each step in the tuning procedure.
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Figure 5.7: The calculated behavior of a2 for the sample trap if all three
trap potentials are varied with z0 and ωz held constant. The gray curve is
the sample trap of Tables 2.1 and 2.2, and here we consider the potentials
of column III. The other curves correspond to the sample imperfections of
Table 2.7, with ρ2 (green) or ρ3 (blue) smaller (dashed) or larger (solid) by 25
µm. For ease of computation, the infinite boundary conditions are used. The
potentials are scaled so that νz = 66.21 MHz, and ∆fz is for a temperature
of 5 K. The red line indicates the value of a2 for which ∆fz = γz/(2π) = 16.2
for this set of potentials, with the shaded boxes showing the region of ∆V2

for which a2 is less than this value.



Chapter 5: Electrons in a Planar Penning Trap 189

�

�

�

�

�

�

���

�
�

�

�

�

�
�

� �
�

�

�

�
�
�
�

���
� ��

�

�

�
�
�
�

�

�

�
�

�

�
�
�

�
�

��

�

�

�

�

�b�

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

0.10

0.15

0.20

0.25

0.30

0.35

�V2 �volts�

di
p
de
pt
h
�a.u.�

�

�

�

�

�

�

�

�
�

�

��
�
�

�

�

�

�

��

�

�
�

�

�
�
�

�

�
�
�
���

�
�

�

�

��

�

�

�

�

�

�

�

�

�

��
�
�

�a2�0.001
�a�

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

600

800

1000

1200

1400

1600

1800

�V2 �volts�

di
p
w
id
th
�Hz�

Figure 5.8: (a) Dip width and (b) dip depth for one cloud of electrons as the
trap is tuned by varying the three trap potentials so that the observed axial
frequency (dip center) and calculated value of z0 remain constant. A smooth
curve is drawn by hand. The starting point is a set of potentials with �Vi near
those in column I of Table 2.6. For points marked with squares, sample dips
are displayed in Fig. 5.10. The y-axis units in (b) are the same as those in
Fig. 5.10. The axial frequency is νz = 66.045 MHz. The thermal frequency
width arising from a given size of a2 is indicated (Eq. (2.36)).
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Figure 5.9: (a) Dip width and (b) dip depth as the trap is tuned starting
from a set of potentials with �Vi very nearly the same as those in column
III of Table 2.6. A smooth curve is drawn by hand. The axial frequency is
νz = 66.210 MHz. The thermal frequency width arising from a given size of
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is clearly illustrated by the sample dips in Fig. 5.10. Tuning is best accomplished by

loading the smallest cloud of electrons for which the dip can be resolved well enough

that shifts can be easily followed and its center can be reliably identified by an auto-

mated fitting routine. As the trap tuning is improved, it is possible to resolve dips

from smaller numbers of trapped electrons.
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Figure 5.10: Dips are observed to narrow and deepen as the trap is tuned to
reduce the anharmonic terms in the electrostatic potential. The sample dips
correspond to the six points marked with squares in Fig. 5.8.
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It is not known exactly how much residual anharmonicity will still permit resolving

a single-electron dip, but we can expect that at a minimum, we must achieve ∆fz <

γz/(2π). For γz/(2π) = 16.2 Hz, we require a2 < 0.00033.9 From Fig. 5.7, we see

that for the sample imperfections, this corresponds to a 75–100 mV window of ∆V2

(shaded boxes in Fig. 5.7), with calculated ∆V1 about the same size but with opposite

sign and ∆V3 about five times larger.

5.3.2 Driven signals

Trapped electrons can also be probed by applying an oscillating potential to one

of the electrodes to increase the amplitude of oscillation. This has two principal

advantages: (1) the signal-to-noise can be increased by driving the particles to large

amplitudes, and (2) the shape of the driven response is sensitive to the harmonic

properties of the trapping potential and thus can be used to tune out anharmonicities.

This method is generally used to tune out the anharmonicity in cylindrical traps, but

so far it has proven less successful for tuning planar Penning traps.

A theoretical description of the driven lineshape follows from adding forcing and

damping terms to the equation of motion, Eq. (2.21),

d
2

dt2
u+ λγz

d

dt
u+ (ωz)

2
u+ λ (ωz)

2
∞�

k=3

kCk

2
u
k−1 = λf0 cos(ωt+ δ), (5.7)

where f0 is the strength of the drive applied at frequency ω and δ is the relative

phase of the drive and the response. This equation of motion can then be solved

perturbatively using the same method as in Sec. 2.2 (see, e.g., Ref. [169]). In the
9This can be compared to the tuning achieved in cylindrical traps, |a2| = 8×10−6, as stated in

Sec. 2.4.2. There is no discrepancy because here we are considering a damping rate γz that is 16
times larger, and cylindrical traps typically achieve ∆fz � 1

2γz/(2π).
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absence of damping, the leading-order solution for the response curve is

ω
2 = ω

2
z

�
1 + 2a2 �A2 − f0

ω2
z
�A

�
, (5.8)

where a2 parametrizes the lowest-order dependence of the axial frequency upon the

axial amplitude and is related to the anharmonic terms in the potential by Eq. (2.24a).

When damping is included, the solution has the same form except with the replace-

ment f0 →
�

f
2
0 − (ωzγz

�A)2.

Sample response curves are given in Fig. 5.11 for the axial frequency and damp-

ing used in these experiments and for various values of a2, expressed in terms of the

corresponding thermal width ∆fz (Eq. (2.36)). Due to the triple-valued region, this

observed response will be different between upward and downward sweeps of the drive

frequency through the resonance. The branches of the driven response curve straddle

the lowest-order ωz(A) curve for free oscillations (Eq. (2.23)), ωz( �A) = ωz(1 + a2
�A2).

The dashed lines in Fig. 5.11 are essentially just the frequency-versus-amplitude

curves of Fig. 2.4 with the axes transposed. Thus, the amplitude dependence of

the frequency is minimized by adjusting the potentials until the driven response is

made to be as symmetric as possible.

The characteristic hysteresis of an anharmonic driven response has now been ob-

served in planar Penning traps, as shown in Fig. 5.12. However, tuning with driven

resonances has not yet been investigated in sufficient detail. When cylindrical traps

are tuned, the asymmetric driven resonance is observed to be tilted in one direction

and then the other as the compensation voltage is varied through an optimal point

and a2 changes sign. When tuning planar Penning traps with dips, driven resonances

were measured with sample potentials drawn from points that appeared well tuned
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or poorly tuned, as shown in Fig. 5.8. At a well-tuned point, a clear, symmetric

resonance was observed with a width comparable to the measured dip width. At

the poorly tuned points, however, the driven resonance did not show the expected

hysteresis but was substantially broadened.
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Figure 5.12: A driven resonance of trapped electrons showing the character-
istic hysteresis of an anharmonic resonance. The blue and red curves are,
respectively, responses to an upward sweep and a downward sweep of the
drive frequency.

The driven method is experimentally more challenging when a potential is used

with a larger value of D1 and hence γz. It is easily seen from solving the equation

of motion for a driven, damped harmonic oscillator that the oscillation amplitude

at resonance is inversely proportional to γz. Thus, if γz is increased, then the drive

strength must be increased by the same factor to reach the same amplitude and see

the same shape of the anharmonic resonance for tuning the trap. The advantage of

larger damping is that a larger signal will result from the same oscillation amplitude

since the induced current (Eq. (2.68)) is proportional to D1. The disadvantage is that

it is much harder to prevent the larger drive from feeding through to the amplifier.
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The feedthrough compensation was sufficiently tuned to observe resonances like those

in Fig. 5.12 for potentials with an estimated single-particle damping of γz/(2π) ≈ 1.7

Hz. When working with a potential with 10 times larger damping (configurations II

and III from Table 5.1), a drive of 20 dB stronger is required to reach the same signal

amplitude. Driven signals from very small numbers of particles can still be observed

but on top of a baseline of direct feedthrough to the amplifier.

In the future, tuning with driven responses could potentially be more versatile

since it is not necessarily subject to being confounded by changes in γz as the poten-

tials are adjusted to tune out a2. And if γz need not be kept constant while tuning,

then it is possible to tune by adjusting either of two free parameters, and in principle,

a more harmonic potential could be obtained. When tuning with driven signals, the

sign of a2 can be determined from the direction in which the response is skewed, so

that an optimal point can be bracketed by points where the response is slanted in

opposite directions. However, it may still be difficult to measure small changes in

a2: even though the shape of the free-oscillation curve does not depend on γz, if γz

is varied, then a different amplitude will result for the same drive strength, and the

shape of the driven resonance will consequently change as well.

5.4 Reducing the Magnetron Radius

To stabilize the axial resonance, it is imperative to ensure that electrons remain

radially centered. Motion strictly along the z-axis is also assumed in protocols for

quantum gates (e.g., Ref. [161]). The magnetron motion is described by the Hamilto-

nian of an inverted harmonic oscillator, Eq. (1.4), which corresponds to orbits around
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a radial potential hill. The motion is unstable, and reducing the energy of the mag-

netron mode increases its radius without bound. Although the radiative damping

rate is negligible, noise can heat10 the magnetron motion, and in general particles

loaded into the trap are initially in some unknown and potentially large magnetron

orbit. Cooling the magnetron motion is therefore required in order to detect a single

electron and to realize a one-electron qubit.

Magnetron cooling is accomplished by driving a sideband of the axial motion

(hereafter called simply “sideband cooling”) [120, Sec. IV]. The axial and magnetron

motions can be simultaneously excited by applying a drive at νz + νm with appro-

priate geometry to drive both motions. In this experiment, the third electrode is

segmented so that an oscillating voltage applied to an adjacent pair of the four seg-

ments (Fig. 5.13) will produce an oscillating electric field Ed ∝ xz cos(ωt) at the trap

center. When the magnetron quantum number is larger than the axial quantum

number, the rate for simultaneously cooling the magnetron motion and heating the

axial motion exceeds the rate for the reverse process, so the magnetron radius is re-

duced until the quantum numbers are equal. The heated axial motion is damped by

the tuned circuit.

In a planar Penning trap, sideband cooling is, if anything, even more important

due to the comparatively larger anharmonicity. In this case, we must consider the

radial terms in the potential, which are given by Eq. (2.15) with the substitution of
10Here we use “heating” to mean increasing the magnetron radius and “cooling” to mean reducing

it. The magnetron energy is dominated by the potential energy, so the net energy increases when
cooling the magnetron motion, but the kinetic energy decreases (as does the magnetron quantum
number) as required. Since the potential hill is just an inverted potential well, zero quanta in the
magnetron mode corresponds to the potential energy maximum.
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SB

Electrode  bias

Figure 5.13: Schematic of the sideband drive applied to two segments of the
third electrode. The inductor blocks the drive but passes the DC bias.

Eq. (2.3). The lowest-order terms are

V (ρ̃, z̃)− V (0, 0) =
1

2
V0

�
C2

�
(z̃ − z̃0)

2 − 1

2
ρ̃
2

�
+ C3

�
(z̃ − z̃0)

3 − 3

2
(z̃ − z̃0)ρ̃

2

�

+C4

�
(z̃ − z̃0)

4 − 3(z̃ − z̃0)
2
ρ̃
2 +

3

8
ρ̃
4

��
. (5.9)

The effect of the anharmonicity is that a particle at magnetron radius ρm therefore

has its axial frequency shifted by

∆ω
(m)
z = −3

2
C4ρ̃

2
mωz. (5.10)

C3 does not cause a shift to lowest order because the term proportional to z just shifts

the center of the oscillation but not its frequency.

This dependence of the axial frequency upon the radius is observed as a shift in

the axial frequency in response to a sideband cooling drive. For the potentials we

have used, the shift is generally upward. When a sideband heating drive at νz − νm is

applied, the resonance shifts in the opposite direction. In response to either a cooling

or heating drive, a narrow peak is observed at a magnetron frequency below the drive
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frequency (cooling) or a magnetron frequency above the drive frequency (heating),

as shown in Fig. 5.14.11 During or after the voltage ramp, the peak vanishes, which
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Figure 5.14: A broad dip with a narrow peak from the axial excitation of
electrons during sideband cooling of the magnetron motion.

suggests that the magnetron cooling limit has been reached, and the dip does not

shift further in response to the drive. This occurs only for sufficiently small clouds;

with large numbers of particles, the cooling peak remains, even for strong drives.

After loading electrons into the trap and transferring them to the desired potential,

a strong sideband cooling drive is applied. In general, dips narrow and move upward

in response to the sideband drive. The potentials are then ramped slowly downward

so that the electrons remain resonant with the drive as their axial frequency changes

while cooling. Only V0 is changed; the ratios of the potentials are kept constant so

as not to change the harmonic properties of the trap. For a small cloud, typically

V0 must be changed by enough to shift the resonance by about 10 kHz. This shift is
11This gives a precise determination of the magnetron frequency. The observed magnetron fre-

quency is 230 Hz smaller than the calculated frequency, most probably because of inaccuracies in
estimating the magnetic field at the planar trap center, 4 inches below the center of the magnetic
field.



Chapter 5: Electrons in a Planar Penning Trap 200

large but not surprising; we expect C4 to be nonzero even when the trap is well tuned

because our tuning procedure leads to minimizing a2 = 3C4/4−15C2
3/16, rather than

C4 alone, and particles may initially be loaded into some large magnetron orbit.

5.5 One Electron (or a Few)

The above techniques have now enabled detection of a very small number of elec-

trons in a planar Penning trap. The FEP is fired at a low current into a deep well.

Particles are then transferred into a potential where their motion will be more strongly

damped. Narrow dips can then be observed with sufficient averaging using a narrow

resolution bandwidth. The narrowest dip observed in our apparatus to date is shown

in Fig. 5.15s. The single-particle damping width γz/(2π) for this potential is esti-

mated to be 16 Hz. Based on this, we would estimate that the dip in Fig. 5.15a may

correspond to one electron, or perhaps two.

So far, there is still some oscillation frequency that makes the narrowest dips visible

only for short averaging times. The dips become broader at times and are observed to

wander within a few hundred Hz over several minutes, which would tend to smear out

any narrow features and would explain the flat-bottomed shallow well surrounding

the narrow trough in Fig. 5.15a. In addition, because we have no independent way to

measure γz, conclusively demonstrating that just one electron is trapped requires more

than measuring a narrow feature that is approximately the calculated single-particle

damping width. A few other methods have been used to demonstrate that a resonance

is due to a single electron. Once stable dips are obtained, particles could be loaded and

dumped several times and the dip width measured for each trial. If narrow dips had
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Figure 5.15: (a) The narrowest dip observed in a planar Penning trap. The
feature is ∼20 Hz wide and was observed on a spectrum analyzer with 10 Hz
RBW and 2 minutes of averaging. (b) A dip for the same cloud recorded with
the same parameters 9 minutes later. The narrowest dips appear intermit-
tently and are usually observed at times to become broader and shallower.
The single particle damping width for this potential is γz/(2π) = 16 Hz, so
the narrow dip in (a) suggests that one or perhaps two electrons may be
trapped; however, consistently narrow widths of quantized values are needed
to demonstrate this conclusively.
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widths that were roughly integer multiples of the smallest width observed, the latter

could be reasonably claimed as the single-particle damping width. Alternatively, a

strong far-off-resonant axial drive could be applied and the signal observed to change

in discrete steps; this method was the first used to demonstrate trapping of a single

electron in a Penning trap [3].

The prospects for conclusively demonstrating a single trapped electron in the cur-

rent apparatus are very bright indeed. Two avenues are likely to improve the stability

and sensitivity: further tuning, and improved filtering and detection electronics. The

aforesaid tuning procedure immediately produced narrower dips, enabled observa-

tion of still narrower ones, and improved the stability. Axial drifts were reduced or

eliminated, either because of the reduced anharmonicity or the lower FEP currents re-

quired to load a detectable cloud of particles, and sideband cooling of the magnetron

motion proceeded reliably. The tuning scans of Figs. 5.8 and 5.9 were carried out

with clouds estimated to have approximately 350 and 60 particles, respectively, and

were not well sideband cooled. It is reasonable to expect that further improvements

may be found in the optimal range identified by these sweeps through the tuning

parameter space.

We have reason to expect that straightforward improvements of DC biasing and

RF driving and detection systems will improve the signal stability and reduce the

noise. There is good evidence that there is a source of magnetron heating: if the

sideband drive is switched off for even a time as short as one minute, when it is

switched back on, an axial excitation peak becomes visible at νdrive − νm even when

the cloud was fully cooled before shutting off the drive. And over long periods when
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the drive is off, the dip drifts downward; 10–100 Hz/hour is typical, though this is

much less than what was observed with larger clouds and before tuning. Such a

drift could be explained by magnetron heating. A likely source is room-temperature

Johnson noise from the 50 Ω impedance of the sideband drive line. To avoid exactly

this problem, the electron/positron magnetic moment experiment in the same cryostat

has a 20 dB cold attenuator at the 1 K pot [242]. Similar attenuators were not yet

incorporated into the planar Penning trap apparatus because it was not yet known

what drive strength would be required. If the same drive line is to be used for axial

drives, this may be a limitation on the axial oscillation amplitude that can be attained

for particles in potentials with large γz. In addition, further improvements can be

made to the axial feedthrough compensation scheme for better sensitivity. With both

tuning and detection electronics, further improvements in stability will enable more

sensitive adjustments to the tuning and the detection scheme. One other notable

apparatus adjustment is that the pinbase will soon be replaced with one that does

not have leaky electron-beam welds, removing a faint but lingering doubt about the

vacuum in the trap can.

Resonances nearly as narrow as a single-electron dip have now been observed in a

planar Penning trap. A very small number of electrons have been demonstrated to be

trapped, far fewer than the large but unknown number of electrons, estimated to be

between 100 and 1000, previously observed in planar Penning traps. There are clear

steps that lead to expect that a single electron can be detected in this apparatus.



Chapter 6

Conclusion and Future Directions

6.1 Progress to Date

A single electron in a Penning trap is an attractive candidate qubit. The obser-

vations of one-quantum spin flip and cyclotron transitions of a single electron in a

cylindrical trap enabled one of the most precise measurements in physics [7]. To use

these methods for quantum information processing with trapped electrons, however,

they must be adapted for use in a scalable trap architecture. The first, crucial step is

to demonstrate that a single electron can be trapped and detected in such a scalable

structure.

Earlier planar Penning trap experiments were not so encouraging. Narrowband

radiofrequency detection techniques were not demonstrated, and detecting a single

electron in a millimeter-scale trap was deemed “impossible” due to the unavoidable

anharmonicity of the trapping potential [138]. Based on the work presented in this

thesis, however, we offer a method to make a single electron detectable in a planar

204
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Penning trap and some experimental evidence of its efficacy.

We began with a thorough theoretical study to determine whether the level of

anharmonicity of the axial potential was an inevitable consequence of the lack of

reflection symmetry. We concluded that it was not. For planar Penning traps with

at least three concentric ring electrodes plus a grounded plane, judicious choices of

trap geometry make it possible to bias the electrodes to eliminate the lowest-order

amplitude dependence of the axial frequency and thus to dramatically suppress the

anharmonic broadening, likely by enough to detect a single electron. The traps used

in the Mainz and Ulm experiments did not have this optimized geometry, so no set

of applied potentials could substantially reduce the anharmonicity. Not surprisingly,

these experiments were unable to detect a single electron, but the new trap designs

offered a promising way forward.

It is not enough simply to identify trap geometries and potentials that will pro-

duce a harmonic potential. Traps used in the laboratory will inevitably have radii

slightly larger or smaller than expected, so the potentials must be adjusted until the

anharmonicity reaches a measured minimum. Although an “orthogonalized” planar

Penning trap design is not possible, we devised a procedure for tuning a planar trap

while holding the axial frequency constant.

Guided by these design principles, a prototype trap was fabricated with one choice

of optimized geometry. This trap also had much higher aspect ratio gaps to screen the

insulating substrate from the trapping region and prevent it from accumulating stray

charge. We then trapped electrons and realized the proposed tuning procedure exper-

imentally; this enabled us to detect narrow resonances, about 105 times narrower than
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previously observed. The anharmonicity compensation in this initial implementation

demonstrates the possibility of suspending a single electron, though the trap stability

and detection sensitivity remain to be improved before a more definite conclusion can

be reached.

6.2 Toward One-Electron Qubits and Quantum In-

formation Processing

The promising results of this work suggest that a single electron can likely be

observed using the techniques presented here with only minor modifications to the

current apparatus. To realize a one-electron qubit, it would then remain to measure

the state of the qubit and to manipulate it coherently.

A spin qubit state could be read out with the same QND technique used in single-

electron precision measurements [5] by fabricating a trap with a magnetic bottle.

This detection method introduces a source of decoherence, so a variable magnetic

bottle may be required. An axial qubit is a more challenging objective because the

quantum regime of the axial motion has not yet been reached. The axial motion

could be cooled to its quantum-mechanical ground state by driving a sideband of

the cyclotron motion, analogous to the cooling of the magnetron motion described

in Sec. 5.4 [120, Sec. IV.C]. Unlike magnetron cooling and spin state detection,

for example, variable magnetic bottles and axial cooling are not yet well-established

Penning trap techniques. However, these techniques are also of interest for precision

measurements in Penning traps and may be pursued in the near future (for example,
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see Ref. [8, Sec. 7.1.3]). Conversely, new methods developed for quantum information

studies could have immediate applications to precision measurements as well.

After establishing one-electron qubits, the last ingredient for quantum information

processing is coupling individual qubits, perhaps via the proposed methods reviewed

in Sec. 1.4 or via others yet to be developed. More electrons must be trapped in the

same trap structure to demonstrate the scalability of the planar trap architecture.

The covered planar trap architecture introduced in Sec. 2.6.1 may facilitate parallel

detection of many electrons in nearby traps using a single detection circuit. Finally,

the traps can be made smaller to increase the coupling between nearby trapped elec-

trons and to increase the number of systems that can fit in the apparatus.

The path to a one-electron qubit remains challenging, to be sure, but every sys-

tem considered for quantum information processing faces considerable experimental

challenges. It remains to be seen which system, if any, can be scaled up sufficiently

to perform practical quantum computations. An array of electrons in planar Penning

traps has attractive features. As a result of this work, one-electron qubits seem to be

a feasible option for a new quantum information processing architecture.



Appendix A

Electrostatics of Planar and

Cylindrical Penning Traps

To study theoretically the motion of particles in a Penning trap, we must derive

the electrostatic potential by solving Laplace’s equation,

∇2
V = 0, (A.1)

with the boundary conditions set by the potentials applied to the trap electrodes.

By specifying the potential everywhere on the boundary, the solution in the bounded

volume is unique.

This Appendix compiles the results for various trap geometries considered in this

thesis. All solutions result from straightforward application of standard electrostatics

methods [168, Ch. 11].

208
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A.1 General Approach

We first review a general method of finding a solution to Laplace’s equation, and

then we apply it to various trap geometries. In general, the potential produced within

a completely enclosed trap is a superposition

V (ρ, z,ϕ) =
N�

i=1

Viφi(ρ, z,ϕ), (A.2)

where Vi is the potential applied to electrode i and φi(ρ, z,ϕ) is the solution to

Laplace’s equation with the boundary condition that φi = 1 on the surface of electrode

i and φi = 0 elsewhere on the boundary.

We now proceed to solve Laplace’s equation to find the φi. We look for a separable

solution to Laplace’s equation in cylindrical coordinates,

V (ρ, z,ϕ) = R(ρ)H(ϕ)Z(z), (A.3)

where R, H, and Z are functions to be determined. Rotational symmetry about the

z-axis requires that H(ϕ) = 1, and the separated equations for the radial and axial

functions are therefore

�
∂
2

∂ρ2
+

1

ρ

∂

∂ρ
+ k

2

�
R(ρ) = 0, (A.4)

�
∂
2

∂z2
− k

2

�
Z(z) = 0, (A.5)

where k is a constant. Eq. (A.4) is Bessel’s equation with ν = 0, as imposed by the

axial symmetry. There are two classes of solutions to Eqs. (A.4) and (A.5): either

the radial solution is oscillatory and the axial solution is exponential (k2
> 0), or the

radial solution is exponential and the axial solution is oscillatory (k2 ≡ −α
2
< 0).
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The general solutions corresponding to these two cases are linear combinations of

functions,

V (ρ, z) =






e
−kz

e
kz






J0(kρ)

Y0(kρ)
, (A.6)

or






sin(αz)

cos(αz)






I0(αρ)

K0(αρ)
. (A.7)

The coefficients of the four possible terms in each case are determined by imposing

boundary conditions. In all trap geometries considered here, we can exclude solutions

containing Y0 and K0 since Y0(kρ) → ∞ and K0(kρ) → ∞ as ρ → 0, and we require

the potential to be finite at the origin.

A.1.1 General boundary conditions for planar Penning traps

For all variations of planar Penning traps considered in this work (but not the

cylindrical traps considered in Sec. A.8), the radial boundary condition V (ρ, z) = 0

is imposed, either at ρ = ρc or at ρ → ∞; this can be satisfied only if the radial

functions are oscillatory. The potential can then be written as a superposition of the

remaining terms,

V (ρ, z) =
�

k

�
Ake

−kz +Bke
kz
�
J0(kρ). (A.8)

For a single electrode with potential 1 and all other electrodes grounded, the

potential in the plane of the trap electrodes is

φi(ρ, 0) =






0, ρ < ρi−1

1, ρi−1 < ρ < ρi

0, ρ > ρi

. (A.9)
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The potential applied to the z = 0 plane is therefore

V (ρ) ≡
N�

i=1

Viφi(ρ, 0). (A.10)

Each of the planar trap variations considered below has a potential based on the form

given by Eq. (A.8) and is subject to the boundary condition in Eq. (A.10).

In each of the subsequent sections, the potential is derived for different sets of

boundary conditions.

A.2 Infinite Boundary

A planar Penning trap with a boundary at infinity has boundary conditions

V (ρ → ∞, z) → 0, (A.11)

V (ρ, z → ∞) → 0, (A.12)

V (ρ, 0) = V (ρ). (A.13)

The radial boundary condition in Eq. (A.11) is satisfied for any value of k ≥ 0, so the

sum in Eq. (A.8) becomes an integral, and the solution takes the form

V (ρ, z) =

� ∞

0

dk
�
Ake

−kz +Bke
kz
�
J0(kρ). (A.14)

The condition (A.12) requires that

Bk = 0. (A.15)

The Ak are then determined by imposing the boundary condition in Eq. (A.13),

V (ρ) =

� ∞

0

dkAkJ0(kρ). (A.16)
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We then operate on both sides with
�∞
0 dρρJ0(k�

ρ):

� ∞

0

dρρJ0(k
�
ρ)V (ρ) =

� ∞

0

dkAk

� ∞

0

dρρJ0(k
�
ρ)J0(kρ),

=

� ∞

0

dkAk
δ(k − k

�)

k
,

⇒ Ak = k

� ∞

0

dρρJ0(kρ)V (ρ), (A.17)

where in the second line we have replaced k
� with k and used the orthogonality of

Bessel functions,

� ∞

0

dρρJν(kρ)Jν(k
�
ρ) =

δ(k − k
�)

k
for k, k�

> 0. (A.18)

The integral on the RHS of Eq. (A.17) is given by

� ∞

0

dρρJ0(kρ)V (ρ) =
N�

i=1

Vi

� ∞

0

dρρJ0(kρ)φi(ρ, 0)

=
N�

i=1

Vi

� ρi

ρi−1

dρρJ0(kρ)

=
1

k

N�

i=1

Vi [ρiJ1(kρi)− ρi−1J1(kρi−1)]

= −1

k

N�

i=1

∆ViρiJ1(kρi), (A.19)

where in the last step we have re-indexed i → i + 1 on the second term, used our

conventions that ρ0 = 0 and VN+1 = 0, and introduced ∆Vi ≡ Vi+1 − Vi. Inserting

Eqs. (A.15), (A.17), and (A.19) into Eq. (A.14) yields the solution

V (ρ, z) = −
N�

i=1

∆Viρi

� ∞

0

dkJ1(kρi)e
−kz

J0(kρ). (A.20)
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On axis, the integral can be evaluated analytically [137],

V (z) =
N�

i=1

∆Vi

�
z�

ρ
2
i + z2

− 1

�
(A.21)

≡
N�

i=1

∆ViΦi(z) (A.22)

= V1 +
N�

i=1

∆Vi
z�

ρ
2
i + z2

. (A.23)

This is the electrostatic potential for a planar Penning trap with infinitesimal gaps

and an infinite boundary.

A.3 Finite Gaps

As was done for cylindrical Penning traps [125], finite gaps can be modeled with

a potential varying linearly across the gap, as discussed in Sec. 2.5.1. The boundary

conditions are still given by Eqs. (A.11)–(A.13), with the potential in the z = 0 plane

now given by

V (ρ) =
N�

i=1

Viφi(ρ, 0) +∆Viφ
(gap)
i (ρ, 0), (A.24)

where φi are given in Eq. (A.9) and

φ
(gap)
i (ρ, 0) =






0, ρ < ρi − wi/2

∆Vi
wi

(ρ− (ρi − wi/2)), ρi − wi/2 < ρ < ρi

∆Vi
wi

(ρ− (ρi + wi/2)), ρi < ρ < ρi + wi/2

0, ρ > ρi + wi/2

. (A.25)

The solution procedure is the same as for the trap with infinitesimal gaps. From

Eqs. (A.14), (A.15), and (A.17), the potential on axis is

V (z) =

� ∞

0

dke
−kz

k

� ∞

0

dρρJ0(kρ)V (ρ). (A.26)
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The terms corresponding to the gap potential can be evaluated by using the integrals

� ∞

0

dke
−kz

k

� b

a

dρρJ0(kρ) =
z√

a2 + z2
− z√

b2 + z2
, (A.27)

� ∞

0

dke
−kz

k

� b

a

dρρ
2
J0(kρ) = z

�
sinh−1

�
b

z

�
− sinh−1

�
a

z

��

−
�
b

z√
b2 + z2

− a
z√

a2 + z2

�
. (A.28)

The contribution from the finite gaps is the sum of contributions from each gap

potential,

V
(gap)(z) =

N�

i=1

∆ViΦ
(gap)
i (z), (A.29)

Φ(gap)
i (z) =

z

wi

�
sinh−1

�
ρi + wi/2

z

�
− sinh−1

�
ρi − wi/2

z

��
− z�

ρ
2
i + z2

, (A.30)

and the total potential on axis is just the sum of terms due to the electrodes (Eq. (A.21))

and the finite gaps (Eqs. (A.29) and (A.30)),

V
(gap)(z) =

N�

i=1

∆Vi(Φi(z) + Φ(gap)
i (z)) (A.31)

=
N�

i=1

∆Vi
z

wi

�
sinh−1

�
ρi + wi/2

z

�
− sinh−1

�
ρi − wi/2

z

�
− 1

�
. (A.32)

This reduces to Eq. (A.21) in the limit wi → 0.

A.4 Covered Planar Penning Trap

Now instead of a trap with boundaries at infinity, we consider a planar trap covered

by a conducting plane at potential Vp at a distance zc from the plane containing the

electrodes; the radial boundary is still at infinity. This problem can be solved by

treating it as a superposition of two problems: the first has parallel plates at z = 0
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and z = zc biased with potentials 0 and Vp, respectively. The boundary conditions

are

V (ρ, 0) = 0, (A.33)

V (ρ, zc) = Vp. (A.34)

And the second is a planar trap at z = 0 and a grounded conducting plane at z = zc.

The boundary conditions for this problem are

V (ρ → ∞, z) → 0, (A.35)

V (ρ, zc) = 0, (A.36)

V (ρ, 0) = V (ρ). (A.37)

These problems can be solved separately and the solutions summed to satisfy the

combined boundary conditions

V (ρ → ∞, z) → 0, (A.38)

V (ρ, zc) = Vp, (A.39)

V (ρ, 0) = V (ρ). (A.40)

The first problem is simply a parallel plate capacitor. The solution to the radial

equation, Eq. (A.4), is trivial, R(ρ) = constant. The solution to the axial equation,

Eq. (A.5), has k = 0. The solution that satisfies the boundary conditions is thus

simply

V (z) = Vp
z

zc
. (A.41)

As with the infinite-boundary trap, the solution to the second problem takes the
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form of Eq. (A.14), where again we have an integral over k ≥ 0. Eq. (A.36) gives

0 =

� ∞

0

dk
�
Ake

−kzc +Bke
kzc

�
J0(kρ). (A.42)

As above, we operate with
�∞
0 dρρJ0(k�

ρ) and integrate to get

0 =

� ∞

0

dk
�
Ake

−kzc +Bke
kzc

� � ∞

0

dρρJ0(k
�
ρ)J0(kρ)

=
1

k�

�
Ak�e

−k�zc +Bk�e
k�zc

�
,

⇒ Bk = −Ake
−2kzc . (A.43)

Now we impose the boundary condition in Eq. (A.37) at the electrode plane. Following

the same procedure as before, we find

V (ρ) =

� ∞

0

dkJ0(kρ)Ak

�
1− e

−2kzc
�
,

� ∞

0

dρρJ0(k
�
ρ)V (ρ) =

� ∞

0

dkAk

�
1− e

−2kzc
� � ∞

0

dρρJ0(k
�
ρ)J0(kρ)

=
1

k�Ak�

�
1− e

−2k�zc
�
,

⇒ Ak =
k

1− e−2kzc

� ∞

0

dρρJ0(kρ)V (ρ)

= − 1

1− e−2kzc

N�

i=1

∆ViρiJ1(kρi), (A.44)

where in the last step, we have used the result for the integral given in Eq. (A.19).

Using Eqs. (A.43) and (A.44) in Eq. (A.8), the potential on axis is found to be

V (z) = −
N�

i=1

∆Viρi

� ∞

0

dk
J1(kρi)

1− e−2kzc

�
e
−kz − e

−2kzce
kz
�

=
N�

i=1

∆Viρi

� ∞

0

dkJ1(kρi)
sinh(k(z − zc))

sinh(kzc)
. (A.45)

Unlike for an infinite-boundary trap, the integral cannot be evaluated analytically,

so this expression must be evaluated numerically for each choice of geometry and

potentials.
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Summing Eqs. (A.41) and (A.45), we arrive at

V (z) = Vp
z

zc
+

N�

i=1

∆Viρi

� ∞

0

dkJ1(kρi)
sinh(k(z − zc))

sinh(kzc)
, (A.46)

which gives the potential on axis for a covered planar Penning trap.

A.5 Mirror-Image Traps

We now replace the conducting covering plane with another set of planar electrodes

with radii ρ(2)i and potential V (2)(ρ). The boundary conditions for this problem are

V (ρ → ∞, z) → 0, (A.47)

V (ρ, zc) = V
(2)(ρ), (A.48)

V (ρ, 0) = V (ρ). (A.49)

The solution for two facing traps is just the solution for one trap in the z = 0 plane

with a grounded plane at zc, plus the solution for one trap in the z = zc plane with

a grounded plane at z = 0. The former is Eq. (A.46) with Vp = 0, and the latter is

Eq. (A.46) with Vp = 0 after performing the coordinate transformation z → zc − z

and replacing V (ρ) with V
(2)(ρ). The resulting potential on axis is

V (z) =
N�

i=1

∆Viρi

� ∞

0

dkJ1(kρi)
sinh(k(z − zc))

sinh(kzc)

−
N2�

i=1

∆V
(2)
i ρ

(2)
i

� ∞

0

dkJ1(kρ
(2)
i )

sinh(kz)

sinh(kzc)
, (A.50)

where ∆V
(2)
i , ρ(2)i , and N2 describe the gap potentials, radii, and number of gaps for

the planar electrodes lying at z = zc.
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We may want to bias the plane lying beyond the Nth gap on the top trap, so

that eventually the potential of the mirror-image trap can become the potential of

the covered planar trap. By superposition, the potential due to the entire plane

biased to V = 1 (Eq. (A.41)) is equal to the potential due to electrode N + 1 biased

to VN+1 = 1 and the other electrodes grounded, plus the potential due to the other

electrodes biased to Vi = 1 and electrode N+1 grounded. The latter case corresponds

to all the ∆Vi vanishing except ∆VN = −1. That is,

z

zc
= φN+1 + ρN

� ∞

0

dkJ1(kρN)
sinh(kz)

sinh(kzc)
,

⇒ φN+1 =
z

zc
− ρN

� ∞

0

dkJ1(kρN)
sinh(kz)

sinh(kzc)
. (A.51)

Then, adding this potential to Eq. (A.50) gives

V (z) =
N�

i=1

∆Viρi

� ∞

0

dkJ1(kρi)
sinh(k(z − zc))

sinh(kzc)
+ Vc

z

zc

−
N2�

i=1

∆V
(2)
i ρ

(2)
i

� ∞

0

dkJ1(kρ
(2)
i )

sinh(kz)

sinh(kzc)
, (A.52)

where ∆V
(2)
N = Vc − V

(2)
N .

A.6 Finite Cylinder

We now consider traps with a finite radial boundary. In particular, the radial

boundary is a grounded conducting cylindrical wall at radius ρ = ρc, and the top

of the cylinder is a conducting plane at z = zc with potential Vp as before. The
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boundary conditions are

V (ρc, z) = 0, (A.53)

V (ρ, zc) = Vp, (A.54)

V (ρ, 0) = V (ρ). (A.55)

As before, the solution takes the form of Eq. (A.8). The boundary condition in

Eq. (A.53) is now satisfied only for a discrete set of values of k that satisfy

J0(kρc) = 0,

⇒ k = kn =
α0n

ρc
, (A.56)

where α0n is the nth zero of the Bessel function J0(x). We can then write the solution

as a sum over n,

V (ρ, z) =
∞�

n=1

�
Ane

−knz +Bne
knz

�
J0(knρ). (A.57)

Now we impose the boundary condition in Eq. (A.54) to get
∞�

n=1

�
Ane

−knzc +Bne
knzc

�
J0(knρ) = Vp. (A.58)

We then apply
� ρc
0 dρρJ0(kmρ) to both sides and perform the integral over ρ:

∞�

n=1

�
Ane

−knzc +Bne
knzc

� � ρc

0

dρρJ0(kmρ)J0(knρ) = Vp

� ρc

0

dρρJ0(kmρ)

∞�

n=1

�
Ane

−knzc +Bne
knzc

�
δmn

ρ
2
c

2
J
2
1 (α0n) = Vp

ρ
2
c

α0m
J1(α0m)

⇒ Ane
−knzc +Bne

knzc = Vp
2

α0nJ1(α0n)
, (A.59)

where in the second line, we have used another orthogonality property of Bessel

functions [168, Eq. 11.113],
� ρ0

0

dρρJν

�
ανn

ρ0
ρ

�
Jν

�
ανm

ρ0
ρ

�
= δnm

ρ
2
0

2
J
2
ν+1(ανn). (A.60)
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Finally, we impose the boundary condition in Eq. (A.55) to get

�

n

(An +Bn) J0(knρ) = V (ρ). (A.61)

After integrating over ρ as before, we find

ρ
2
c

2
J
2
1 (α0n) (An +Bn) =

� ρc

0

dρρJ0(knρ)V (ρ). (A.62)

Since ρc ≥ ρN , the result of the integral on the RHS is the same as the result in

Eq. (A.19), which gives us

An +Bn = − 2

α
2
0nJ

2
1 (α0n)

N�

i=1

∆ViknρiJ1 (knρi) . (A.63)

An and Bn can now be found by solving Eqs. (A.59) and (A.63), yielding

An = − 1

α0nJ1(α0n) sinh(knzc)

�
Vp +

1

α0nJ1(α0n)
e
knzc

N�

i=1

∆ViknρiJ1 (knρi)

�
,

(A.64)

Bn =
1

α0nJ1(α0n) sinh(knzc)

�
Vp +

1

α0nJ1(α0n)
e
−knzc

N�

i=1

∆ViknρiJ1 (knρi)

�
. (A.65)

Inserting Eqs. (A.64) and (A.65) into Eq. (A.57) gives the solution

V (ρ, z) = Vp

∞�

n=1

2

α0nJ1(α0n)

sinh(knz)

sinh(knzc)
J0(knρ)

+
N�

i=1

∆Vi

∞�

n=1

knρi
2J1 (knρi)

α
2
0nJ

2
1 (α0n)

sinh(kn(z − zc))

sinh(knzc)
J0(knρ), (A.66)

which is a sum of terms arising from Vp and from each of the gap potentials ∆Vi.

(The form of the first term does not make it obvious how the boundary condition

in Eq. (A.54) is satisfied; however, for z = zc, the sum is just the Bessel function

expansion for the function f(ρ) = 1 [245, p. 592].)
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A.7 Mirror-Image Traps with a Finite Radial Bound-

ary

Just as with the infinite radial boundary, by the superposition principle, the so-

lution for two traps facing each other can be written down immediately based on

Eq. (A.66):

V (z) =
N�

i=1

∆Vi

∞�

n=1

knρi
2J1 (knρi)

α
2
0nJ

2
1 (α0n)

sinh(kn(z − zc))

sinh(knzc)

−
N2�

i=1

∆V
(2)
i

∞�

n=1

knρ
(2)
i

2J1
�
knρ

(2)
i

�

α
2
0nJ

2
1 (α0n)

sinh(knz)

sinh(knzc)
. (A.67)

This is analogous to Eq. (A.52) but with a finite radial enclosure.

A.8 Single-Electrode Potentials for Cylindrical Pen-

ning Traps

We now consider Penning traps with cylindrical electrodes, both closed- and open-

endcap traps. The electrostatic solutions for these traps are well documented [125,127]

for applied potentials that are symmetric or antisymmetric about the trap center, but

here for completeness we find the φi(z) for each electrode separately. These functions

are useful for calculating the Cki for detecting and driving axial oscillations.

We begin by considering a cylinder with closed endcaps and inside radius ρ0.

Without loss of generality, we place one endcap at z = 0 and the other at z =
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L.1 To translate the trap center to z = 0, one must simply perform the coordinate

transformation z → z + L
2 . First, we find the potential for the endcaps of a closed-

endcap trap. For V = 1 applied to the top endcap and all other electrodes grounded,

the boundary conditions for the single-electrode potential φe(ρ, z) are

φe(ρ, 0) = 0, (A.68)

φe(ρ, L) = 1, (A.69)

φe(ρ0, z) = 0. (A.70)

To satisfy these boundary conditions, we must choose the oscillatory radial function

and exponential axial function. Thus the solution takes the form

φe(ρ, z) =
�

k

�
A

(e)
k sinh(kz) + B

(e)
k cosh(kz)

�
J0(kρ). (A.71)

The boundary condition in Eq. (A.68) gives

B
(e)
k = 0. (A.72)

The radial boundary condition in Eq. (A.70) gives

J0(kρ0) = 0 ⇒ k =
α0n

ρ0
, (A.73)

where α0n is the nth zero of the Bessel function J0(x). Thus the boundary condition

as Eq. (A.70) at the top endcap can be written as

�

n

A
(e)
n sinh

�
α0n

ρ0
z

�
J0

�
α0n

ρ0
ρ

�
= 1. (A.74)

1For closed-endcap traps, the distance L is equal to what is often written as 2z0 elsewhere in the
literature (e.g., [125]). Here we use different notation to avoid confusion with the position of the
potential minimum, as defined in Chapter 2.
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To extract A(e)
n , as before we operate on both sides with

� ρ0
0 dρρJ0(α0nρ/ρ0) and use

the orthogonality of Bessel functions to find

A
(e)
n =

2

ρ
2
0

1

J
2
1 (α0n) sinh

�
α0n
ρ0

L

�
� ρ0

0

dρρJ0

�
α0n

ρ0
ρ

�
. (A.75)

And the resulting potential along the z-axis is

φe(z) =
�

n

A
(e)
n sinh

�
α0n

ρ0
z

�
. (A.76)

To find the potential for the bottom endcap, we translate the coordinates z → z + L
2

and then use that φbot(z) = φtop(−z).

Now we turn to considering an electrode that occupies part of the radial boundary,

a cylindrical shell lying at radius ρ0 and extending from z = z1 to z = z2 (z1 and z2

lie in the range 0 to L). The boundary conditions for the single-electrode potential

φc(ρz) are

φc(ρ, 0) = 0, (A.77)

φc(ρ, L) = 0, (A.78)

φc(ρ0, z) =






0, z2 < z ≤ L

1, z1 ≤ z ≤ z2

0, 0 ≤ z < z1

. (A.79)

Since the potential must be zero at both endcaps, the axial solution must be oscillatory

rather than exponential. Since the potential must be finite at ρ = 0, we exclude

solutions containing K0(αρ). Thus the solution takes the form

φc(ρ, z) =
�

α

(A(c)
α sin(αz) + B

(c)
α cos(αz))I0(αρ). (A.80)
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Applying the boundary conditions (A.77) and (A.78), we find

B
(c)
α = 0, (A.81)

sin(αL) = 0 ⇒ α =
nπ

L
, (A.82)

where n is an integer. Thus,

φc(ρ, z) =
�

n

A
(c)
n sin

�
nπ

L
z

�
I0

�
nπ

L
ρ

�
. (A.83)

.

We now apply the radial boundary condition, (A.79), operate on both sides with
� L

0 dz sin
�
mπ
L z

�
, and use the form of φc(ρ, z) from Eq. (A.83). The LHS is evaluated

by using the orthogonality of sine functions,2

� L

0

dz sin
�
mπ

L
z

�
sin

�
nπ

L
z

�
=

L

2
δmn, (A.84)

and the RHS is integrated trivially, yielding

A
(c)
n =

2

nπ

1

I0

�
nπ
L ρ0

�
�
cos

�
nπz1

L

�
− cos

�
nπz2

L

��
. (A.85)

The potential on axis is

φc(z) =
�

n

A
(c)
n sin

�
nπ

L
z

�
, (A.86)

with A
(c)
n given by Eq. (A.85). For the appropriate choice of z1 and z2, this expression

gives the potential for a ring electrode or compensation electrode. For an open-endcap

trap, the endcap electrode is modeled as a long cylindrical section plus a flat plate.

For such an electrode, the potential is the sum of a contribution from the cylindrical

and flat portions of the endcap; in practice, however, the cylindrical portion is chosen
2Ref. [246] leaves out the factor of L/2; in that work, a factor of 2/L belongs on the LHS of

Eq. (4.9).
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to be sufficiently long that the contribution from the flat part is negligible and the

single-electrode potential is given by Eq. (A.86).
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