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Abstract

The long-term goal of the ATRAP collaboration is to perform precision laser

spectroscopy on antihydrogen, the simplest atom made entirely of antimatter. Com-

paring this to the hydrogen spectrum would be a direct test CPT and Lorentz in-

variance. Antihydrogen has been produced by ATRAP both during the positron

cooling of antiprotons and by a laser-controlled charge-exchange process. Antihydro-

gen spectroscopy will �rst require con�ning the atoms produced in a Penning ion

trap within the magnetic con�ning �eld of a superimposed Io�e trap. A new ex-

perimental zone was established at the CERN Antiproton Decelerator facility, and

a combined Penning-Io�e trap was constructed for the trapping and spectroscopy of

antihydrogen. Signi�cant advances were made in the methods of accumulating the

constituent particles necessary for antihydrogen formation, including a factor of 400

improvement of the positron loading rate using bu�er-gas accumulation, the demon-

stration of a new electron loading method via the photoelectric e�ect using UV laser

pulses, and e�cient antiproton trapping using magnetic �elds that were much lower

than previously demonstrated, as required to maximize antihydrogen trapping depths.

The loss of particles from the Penning trap caused by the radial magnetic �eld of a

quadrupole-Io�e trap was measured, and found to be suitably low for antihydrogen



iv

production. Following this, antihydrogen production in a combined Penning-Io�e

trap was demonstrated for the �rst time. A new method of antihydrogen production

via positron-cooling of antiprotons was utilized that prolonged the interaction time

of the positrons and antiprotons, while minimizing the mixing-energy of the antipro-

tons. Larger amounts of antihydrogen were produced in the presence of the Io�e �eld

than without it, assuaging reasonable fears that the magnetic con�ning �eld would

restrict antihydrogen formation. Searches for antihydrogen con�ned in the magnetic

trap yielded null results, likely due to the velocity and state distribution of the an-

tihydrogen produced, although present experiments would not be sensitive to very

small numbers of con�ned atoms. A number of production methods that may lead to

trapped antihydrogen are presently in development, and this new trap will provide a

versatile and robust platform for these experiments.
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Chapter 1

Introduction

Antihydrogen is the simplest atom made entirely of antimatter. While a hydrogen

atom (H) is the bound state of a proton (p) and an electron (e−), an antihydrogen

atom (H) is the bound state of an antiproton (p) and a positron (e+). If antihydro-

gen can be created and studied, it would allow some interesting measurements that

would test the fundamental symmetries between matter and antimatter. A precise

comparison of the spectrums of hydrogen and antihydrogen would be a direct test of

CPT invariance, a fundamental symmetry believed to be obeyed in nature. A test of

whether hydrogen and antihydrogen experience the same acceleration due to gravity

[2, 3], as is expected, would be the �rst direct test of the equivalence principle for

antimatter.

The research presented here was carried out within the ATRAP collaboration,

which has the long-term goal of con�ning antihydrogen for precise laser spectroscopy

[4] as a test of CPT and Lorentz invariance. Signi�cant progress has recently been

made toward this goal with the construction of an apparatus compatible with anti-
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hydrogen con�nement and spectroscopy, and the �rst reported production of antihy-

drogen within a magnetic �eld capable of con�ning cold, ground-state antihydrogen

atoms [5].

Antihydrogen was �rst observed in 1996, when 9 antihydrogen atoms traveling

near the speed of light were detected at CERN [6]. However, precision measurement

of the spectrum of antihydrogen atoms would require a drastically di�erent procedure

that produces cold antihydrogen atoms that can be con�ned and observed for long

periods of time. A signi�cant challenge for any form of antimatter con�nement is that

antiparticles will annihilate if they come in contact with their particle counterparts.

This requires that antimatter be kept away from all of the objects used to con�ne

it, and within an exceptionally good vacuum environment free of background gas

that can also cause annihilation loss. There is no available source of antihydrogen

atoms, but the constituents of antihydrogen can be produced within a laboratory.

Positrons are emitted during some beta decay processes from radioactive isotopes,

and antiprotons can be produced during high-energy particle collisions at particle

accelerator facilities.

A cryogenic Penning trap makes an ideal environment for long-term con�nement

of the constituent particles used to form antihydrogen. The TRAP collaboration that

preceded ATRAP demonstrated the �rst con�nement [7] and cooling [8] of antiprotons

within a cryogenic Penning trap. Positron accumulation within a cryogenic Penning

trap has been achieved with a number of methods, including �eld ionization of Ryd-

berg positronium [9] and bu�er gas accumulation of positrons in an external accumu-

lator [10]. Simultaneous con�nement and mixing of oppositely-charged positrons and
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antiprotons for antihydrogen production can be achieved using a nested Penning trap

[11, 12]. ATRAP demonstrated the �rst cooling of antiproton motion by positrons

within a nested Penning trap [13]. It was later demonstrated that anthydrogen atoms

are formed during this process [14, 15, 16].

The neutral antihydrogen atoms produced are not con�ned within the Penning

trap, and rapidly annihilate on the surrounding electrodes. Precision spectroscopy of

the antihydrogen will �rst require magnetically con�ning the atoms to allow enough

time for measurements. The most straightforward approach to doing this is to su-

perimpose the magnetic con�ning �eld of a Io�e trap over the Penning trap �elds

used to produce the atoms. Io�e traps have previously been used to con�ne hydrogen

atoms [17] for spectroscopy [18]. A critical step for loading hydrogen atoms into those

Io�e traps was to cool the atoms through collisions with liquid-helium-coated walls,

which would cause immediate annihilation for antihydrogen atoms. Instead, we must

rely upon producing trappable antihydrogen atoms directly from constituent particles

that are individually cooled to cryogenic temperatures within the Penning trap.

We desire slow-moving, tightly-bound antihydrogen atoms that can be trapped.

Initial measurements by ATRAP demonstrated that the antihydrogen atoms detected

were predominately in very highly-excited states [16, 19], and had velocities that were

too large to be magnetically con�ned [20]. However, the detection technique used was

insensitive to any antihydrogen atoms in tightly-bound states that may have been pro-

duced. In addition, Monte Carlo simulations of the antihydrogen formation process

recently gave a more favorable interpretation of this data [21]. These simulations sug-

gested that slow antihydrogen atoms are formed as antiprotons slowly pass through
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the positron plasma, with the detected atoms converted into fast-moving antihydro-

gen atoms via a charge-exchange process with the fast-moving antiprotons in the

nested Penning trap on either side of the positron plasma. This work also closely re-

produced the experimentally-observed antihydrogen state distribution, including the

power law scaling for loosely-bound atoms and enhanced production for tightly-bound

atoms. This leaves open the possibility that some of the antihydrogen atoms produced

that do not undergo the charge exchange process may be slow-moving and tightly-

bound. Furthermore, an alternate antihydrogen production technique demonstrated

by ATRAP [22], which utilizes a double resonant charge-exchange process with sta-

tionary antiprotons, may potentially give more favorable antihydrogen velocity and

state distributions, although the number of atoms produced with this method thus

far have been insu�cient for measuring these distributions.

Although the Penning traps used for the results just outlined were extremely

useful, they were not compatible with a Io�e trap required to trap antihydrogen atoms

for spectroscopy. A combined Penning-Io�e trap was thus constructed and installed

into a newly-commissioned experimental zone at CERN. This apparatus was much

larger than those previously used, as required to accommodate a superconducting Io�e

trap, laser access space, and larger Penning trap electrodes for increased Io�e trap

depth and antiproton loading e�ciency. The Penning-Io�e trap has a �exible design

to allow a versatile range of experiments. There is radial access into the center of

the Penning-Io�e trap through four ports, for either laser beams or instrumentation.

A two-dimensional cryogenic translation stage above the Penning trap allows access

to the central axis of the Penning trap for lasers and a range of particle loading and
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diagnostic capabilities. The Penning trap itself is 0.8 m long, and divided into 36

electrodes that are each connected to independent DC voltage supplies and also to

RF voltage sources, making a �exible platform for antihydrogen experiments that can

employ complicated and dynamic potential structures that span large portions of the

Penning trap.

This thesis will focus upon the design and performance of this new apparatus

(Chapter 2) and the recent progress achieved with it toward the goals of antihydro-

gen con�nement and spectroscopy. This trap was used to make critical progress in

the methods used to load particles into the Penning trap (Chapter 4). These in-

clude a new method of rapidly loading up to a billion electrons via the photoelectric

e�ect using short UV laser pulses [23], a bu�er gas positron accumulator that was

constructed to increase the positron accumulation rate in the the trap by a factor

of 400 over the best accumulation rates previously achieved by ATRAP, and the

most e�cient antiproton accumulation rate demonstrated by ATRAP, in spite of the

requirement that antiprotons be loaded at an unprecedented low magnetic �eld. Pre-

viously proven techniques were used to transport, count, and cool particles within the

Penning trap (Chapter 3), while the geometry of plasmas within our Penning trap

can be determined using a slight variant on the previous mode diagnostic method

(Chapter 5).

The Penning-Io�e trap apparatus was �rst used to demonstrate that positrons

and antiprotons could be con�ned within a quadrupole Io�e �eld for a su�ciently

long time to form antihydrogen (Chapter 6) [24]. This was in spite of the fact that

the radial Io�e �eld breaks the cylindrical symmetry that is required for long-term
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particle con�nement within the Penning trap. We demonstrated that the resulting ra-

dial loss of particles, which was shown to be quite dramatic under somewhat di�erent

experimental conditions [25], was not a grave challenge for our intended experiments.

The next step was to demonstrate the �rst reported formation of antihydrogen within

a combined Penning-Io�e trap (Chapter 7) [5]. This required dealing with the dimin-

ished positron and electron cyclotron cooling rates at reduced magnetic �elds, and

a method of prolonging antiproton-positron interaction times while minimizing the

antiproton interaction energy. The observed antihydrogen production was actually

enhanced when the Io�e �eld was turned on, presumably due to the increase in the

magnetic �eld within the antihydrogen production region generated by the axial con-

�nement coils. Although no trapped antihydrogen atoms have yet been observed,

future results that will become possible with modi�ed antihydrogen formation proce-

dures and an improved Io�e trap seem very promising.

The work presented here was made possible through the combined e�ort of many

members of the ATRAP collaboration. When appropriate, credit is given to those

groups within the collaboration primarily responsible for construction and operation

of certain portions of the apparatus. My contributions to the experiment began during

the antiproton beam runs at CERN during the summers of 2003 and 2004, when I

ran antihydrogen production experiments, helped to maintain the Penning traps, and

optimized particle loading and transfer procedures during o�-shift hours. Several

important developments happened during this time, including the only measurement

to date of the velocity of highly-excited antihydrogen atoms produced during the

positron cooling of antiprotons [20], and the �rst demonstration of laser-controlled
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antihydrogen production using a double resonant charge-exchange process [22].

Following that, I played a primary role in designing the two new Penning traps

used for the experiments outlined in this thesis, with two postdoctoral researchers

in the group also making contributions. I was responsible for the design and testing

of the trap cryogenic system, the trap vacuum enclosures, and the two-dimensional

cryogenic translation stage. The experimental results presented in this thesis were

from the antiproton beam runs at CERN during the summers of 2006 and 2007. As

the senior graduate student on the project, I played an important role in designing and

performing the experiments, analyzing the data, and maintaining and modifying the

Penning-Io�e trap to meet the experimental goals. The demonstrated con�nement

of particles [24] and production of antihydrogen [5] within the �elds of a combined

Penning-Io�e trap mark signi�cant steps toward the goal of con�ning antihydrogen

atoms for spectroscopy.

The remainder of this introductory chapter will �rst summarize the motivation for

these experiments. The previously demonstrated methods of forming antihydrogen

will then be brie�y discussed.

1.1 CPT Symmetry

Symmetries play an important role in our understanding of physics. By Noether's

theorem, each symmetry in a system is directly linked to a corresponding conserved

quantity. For example, rotation invariance leads to conservation of angular momen-

tum, and time invariance leads to conservation of energy. This fundamental interre-

lation of symmetry and conservation laws is an important tool in theoretical physics,
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both as a computational tool and a route to better fundamental understanding. As

such, characterizing the fundamental symmetries of nature is of great intrinsic im-

portance to our theoretical understanding of the universe.

For many years, it was believed that the physical laws of nature were independently

invariant under the transformations: parity (P), charge conjugation (C), and time

reversal (T). A parity transformation inverts the spatial coordinate system (x →

−x, y → −y, z → −z), converting the right-handed system to a left-handed system.

Charge conjugation converts particles into their antiparticles, thereby reversing the

fundamental charge of the particle. Time reversal reverses the direction of all motions.

Phrased in simple terms, it was originally believed that if we observe any process in

nature, and then observed the same process either through a �mirror� that inverts

all three coordinates, or after exchanging particles with antiparticles, or in a movie

played in reverse, or any combination of these transformations, then the physical laws

governing the evolution of the transformed process should be indistinguishable from

the physical laws governing the original process.

Although these symmetries are obeyed under most circumstances, it was eventu-

ally revealed that none of these individual transformations were fundamental sym-

metries of nature. In 1956, Lee and Yang observed that parity conservation had not

been tested for weak interactions [26], and an experiment by Wu soon discovered

that electrons are preferentially emitted in the direction of the nuclear spin of a 60Co

atom during β decay [27], violating parity for the weak interaction. This violation of

parity for the weak interaction is associated with the fact that all observed neutrinos

have left-handed helicity and all observed antineutrinos have right-handed helicity.
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The result of a parity transformation or a charge conjugation transformation on a

neutrino or antineutrino would result in a neutrino or antineutrino with a helicity

that is not observed in nature. Consequently, although parity and charge conjugation

appear to be conserved for strong and electromagnetic interactions, neither of them

are individually valid symmetries for the weak interaction.

After this discovery, it was assumed that the combined transformations of parity

and charge conjugation (CP) was a valid symmetry of nature. In 1964 however,

Cronin and Fitch, following previous work by Gell-Mann and Pais [28], discovered

CP violation within the neutral K meson system [29]. CP violation allows us for

the �rst time to make a clear distinction between how particles and antiparticles are

treated in physics. It has been suggested that this may be responsible for why the

modern universe is predominately made of matter, while it is believed that matter

and antimatter were formed in equal quantities in the early universe [30]. However,

this is only a qualitative speculation so far.

It is presently believed that the combination of the operations of parity, charge

conjugation, and time reversal (CPT) is a fundamental symmetry of nature. This

belief is based upon both experimental observations so far performed, and on a theo-

retical justi�cation called the CPT theorem. The CPT theorem arises because all local

Lorentz invariant quantum �eld theories obey CPT symmetry [31], which includes all

of the accepted theories of particle physics, such as quantum electrodynamics and

the standard model. Any observed deviation from CPT symmetry would therefore

necessitate new physics beyond our present models. We are aware that our present

theories are incomplete however, since gravity has not yet been successfully incor-
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porated into quantum �eld theory. As such, there is certainly room for discoveries

beyond our present theories, and history has taught us that belief in fundamental

symmetries can only be supported or refuted through extensively testing.

One consequence if the CPT theorem is valid is that particles and their antipar-

ticles must have the same mass and lifetime, and equal magnitude but opposite sign

charge and magnetic moment [32]. CPT symmetry has been tested by comparing

these properties between particles and antiparticles. The most accurate of these tests

is the mass comparison of the neutral K mesons [33], while the most accurate test

for leptons compares the electron and positron magnetic moments [34], and the most

accurate test for baryons compares the charge-to-mass ratios of protons and antipro-

tons [35], a measurement made by the TRAP collaboration that was a predecessor

of ATRAP. The exact way in which a CPT violation might occur is unknown, so the

theory must be tested within di�erent systems.

A further consequence of CPT invariance is that hydrogen and antihydrogen

should have precisely the same energy levels, so a comparison of the two spectra could

test this symmetry in the new regime of an interacting baryon-lepton system [36]. It

has been speculated that CPT violation might be observed in a comparison of hydro-

gen and antihydrogen under some circumstances if reality were not invariant under

Lorentz transformations [36]. A comparison of the 1S-2S transition frequency would

be a particularly promising measurment, since the long lifetime of the metastable

2S state in Hydrogen gives the transition a narrow 1.3 Hz natural linewidth, corre-

sponding to an accuracy of 5 parts in 10−16. The best measurement to date of this

transition has an accuracy of 1.8 parts in 10−14 [37]. Spectroscopy of antihydrogen
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Figure 1.1: A comparison of possible antihydrogen spectroscopy accuracy
with the accuracy of the most accurate CPT tests for mesons, leptons, and
baryons.

to a similar level would mark tremendous progress in testing CPT invariance. A

comparison of the accuracy of such measurements with previous CPT tests is given

in Fig. 1.1. Accurate spectroscopy of antihydrogen will have to be performed within

a magnetic trap [4, 38], similar in some ways to previous work done with hydrogen

[18].

1.2 Antihydrogen Production Methods

1.2.1 Three-Body Recombination

Most of the antihydrogen observed so far has been produced during the positron

cooling of antiprotons within a nested Penning trap [11]. In this process, the antipro-

tons must be given su�cient energy to overcome the electric potential con�ning the

positrons in order to form antihydrogen within the dense positron plasma. This is

done by either injecting the antiprotons into the nested well from an elevated po-

tential [14, 15], or by adding energy to the antiproton axial motion using a resonant
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radio-frequency oscillating voltage [16].

The dominant antihydrogen production mechanism is through the three-body re-

combination process [11]:

p + e+ + e+→ H∗ + e+ (1.1)

where the extra positron is required to conserve energy and momentum. The excited

antihydrogen atoms (H∗) have an average radius that can be estimated by the classical

distance of closest approach of the particles, ρtbd = e2/(4πε0kbT ), which suggests that

atoms formed by positrons and antiprotons at 4 K will typically be so weakly bound

that they would be ionized by the electric �elds within the trap. The atoms can decay

to more deeply bound states however, through short-range exchange collisions [39, 40]

and long range collisions [41, 42] with other positrons in the plasma. Nonetheless, the

state distribution of detected atoms suggests that most of the atoms produced have

large radii with barely su�cient binding energy to survive the trap �elds [16, 19].

A signi�cant advantage of this three-body recombination process is that it pro-

duces antihydrogen atoms very e�ciently. One model for three-body antihydrogen

production in a strong magnetic �eld (B → ∞) suggested that the rate for a single

antiproton to form an antihydrogen atom that is su�ciently deeply bound to not be

rapidly ionized scales as [39]:

Γtbr = 4× 10−10
n2

e+

T 9/2
(1.2)

where ne+ is the density of the positron plasma and T is the plasma temperature. A

later simulation suggesting that this rate is boosted by about 60% for �elds of just a

few Tesla [43]. For typical parameters in our trap, ne+ = 5×107/ cm3 and T = 4.2 K,

we might therefore expect an antiproton to be converted into an antihydrogen atom
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typically within 400 microseconds inside the positron plasma. The antiprotons and

the excited antihydrogen atoms produced typically spend far less time than this within

the positron plasma however. The antiprotons can still be e�ectively converted into

antihydrogen by passing back and forth through the positron plasma many times,

but a neutral antihydrogen atom only has a single pass within the plasma in which

to undergo de-excitation collisions.

Simulations of antihydrogen formation that included realistic plasma geometries

suggested that the antihydrogen atoms did not spend su�cient time within the plasma

to undergo many de-excitation collisions with positrons [21, 44, 45]. Consequently,

these studies predicted that the antihydrogen produced would be predominantly in

highly-excited states, as supported by experimental evidence [16, 19]. The data from

these ATRAP experiments was replicated very well by some of the simulations [21].

The small plasma dimensions also caused the antihydrogen production rate to scale

much more weakly with temperature than indicated in Eq. 1.2 [45], in agreement with

measurements [46].

The initial antihydrogen state distribution observed is unfavorable for antihydro-

gen con�nement and spectroscopy, which requires the atoms to end up in low-�eld-

seeking ground states. The spontaneous emission decay time of these highly excited

atoms is believed to be much longer than the typical time that the atoms spend within

the trap [47]. Monte Carlo simulations further suggest that only a small percentage of

these highly-excited atoms will be in magnetically con�nable, low-�eld-seeking states

[44]. However, of the low-�eld-seeking states produced, the highly excited states tend

to have a larger magnetic moment than ground state atoms, and correspondingly ex-
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perience a larger Io�e trap depth. It has been proposed that the spontaneous decay

of excited atoms within the Io�e �eld can provide a mechanism for cooling the motion

of trapped antihydrogen atoms [48, 49].

One recent simulation suggests that the three-body recombination rate does not

decrease rapidly with increasing antiproton velocity [43]. This would suggest that

most of the antihydrogen produced has kinetic energies signi�cantly larger than kBT ,

for a given positron plasma temperature T [45], consistent with antihydrogen velocity

measurements made by ATRAP [20]. However, a contemporary simulation suggested

that the high velocities measured were in part due to charge exchange processes

between slow moving antihydrogen atoms and nearby fast-moving antiprotons [21].

In order to have a chance of trapping some non-negligible fraction of the antihydrogen

atoms produced, the thermal distribution of the antihydrogen atoms produced must

be close to equilibrium with the 4 K trap temperature.

For three-body recombination to be useful for antihydrogen con�nement, the an-

tihydrogen formation process must be optimized to maximize the number of slow

antihydrogen atoms in tightly-bound, low-�eld-seeking states. Slower antihydrogen

atoms can be produced by minimizing the energy of the antiproton passing through

the positron plasma. The rate at which antiprotons slow within the positron plasma

is likewise an important parameter, and theoretical models of this process continue

to be developed [50]. The geometry and temperature of the positron plasma also

plays an important role, although these parameters can have complicated competing

e�ects on the number, velocity, and states of antihydrogen atoms produced. Further

experimental and theoretical work is needed to optimize this process for antihydrogen
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con�nement.

1.2.2 Other Antihydrogen Formation Methods

A second method developed by ATRAP involves forming antihydrogen through a

laser-controlled two-step charge-exchange process [22]. In this process, Cs atoms from

an oven are excited by a pair of laser beams into an excited Rydberg state before pass-

ing through the positron plasma. In the �rst charge exchange process [51], the excited

Cs electron and a positron are able to form excited positronium which, being neutral,

is not a�ected by the electric �elds in the Penning trap. Some of the positronium

passes through the antiprotons stored in a nearby well, and can form antihydrogen

via a second charge exchange process. This antihydrogen formation method has the

disadvantage that the low cross sections of the two charge exchange processes, and

small solid angle factor for positronium to pass through the antiprotons make the

overall antihydrogen production e�ciency very low. Only a couple of antihydrogen

atoms were typically detected per trial, compared to hundreds or thousands for the

corresponding three-body recombination experiments, although greater e�ciencies

are expected with the increased number of positrons now available. The production

method does have two advantageous features. First, because the two charge exchange

processes tend to conserve binding energy, the antihydrogen produced is expected to

be within a much more narrow binding energy range, which is e�ectively controlled

by the initial laser excitation of the Cs atoms. Second, the antiprotons in this process

are not heated in order to interact with positrons and form antihydrogen, potentially

producing colder antihydrogen atoms as a consequence. Simulations of this process
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in a strong magnetic �eld [52] agreed with previous calculations [53] showing that

the binding energy is roughly conserved in the process, and that antihydrogen is

produced more e�ciently if the Cs atom is initially excited to higher levels. These

simulations further suggested that most of the atoms are produced in non-con�neable

high-�eld-seeking states, although a larger percentage of the atoms are produced in

low-�eld-seeking states if the antihydrogen atoms are produced in more tightly-bound

states, at the expense of the overall number of atoms produced [52].

Another possibility is for an antiproton and a positron to form antihydrogen

through radiative recombination, in which a photon is emitted from the formed atom

to conserve energy and momentum in the process. This process has a very low pro-

duction e�ciency however because the time that the antiprotons and positrons spend

near each other is typically short compared to the spontaneous decay time of the

antihydrogen state [11]. However, those atoms that do form via this process are pref-

erentially in tightly bound states, since those states have much shorter decay times.

It is unlikely that this favorable feature of radiative recombination can be taken ad-

vantage of, however, because the process is completely dominated by the much faster

three-body recombination rate. Attempts at stimulating radiative recombination us-

ing lasers were made by another group, with negligible boosts to the antihydrogen

production observed [54].

1.2.3 Antihydrogen Production within a Penning-Io�e Trap

The �rst antihydrogen production within a Penning-Io�e trap (Chapter 7) [5] was

accomplished using a variation on methods previously used for antihydrogen pro-
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duction via three-body recombination in a nested well. These represent preliminary

results with the new Penning-Io�e trap, and many further studies are expected in

the future using both three-body recombination and laser-controlled charge-exchange

procedures. It is yet to be determined which method is better suited to produce

trapped, ground state antihydrogen atoms for spectroscopy.
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Apparatus

2.1 The Penning Trap

2.1.1 Penning Trap Theory

Charged-particle con�nement in a Penning trap is provided by a combination of

an axial magnetic bias �eld:

~B = B0ẑ (2.1)

and a quadrupole electric �eld:

φ(r, z) =
C2V0

2d2

(
z2 − ρ2

2

)
(2.2)

where d and C2 are geometric constants. The motion of a charged particle in the

�elds is governed by the Lorentz force equation:

m~̈r = q
(
−∇φ+B0~̇r × ẑ

)
(2.3)

18
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Figure 2.1: The three distinct motions of a charged particle in a Penning
trap.

which can be written as

mz̈ =
−qC2V0

d2
z (2.4a)

mẍ =
qC2V0

2d2
x− qẏB0 (2.4b)

mÿ =
qC2V0

2d2
y + qẋB0 (2.4c)

The particles undergo harmonic oscillations along the ẑ direction with frequency:

ωz =

√
qC2V0

md2
(2.5)

The radial motion equations can be simpli�ed by making the substitution u = x+ iy

and writing the constants in terms of ωz and the cyclotron frequency, wc = qB0

m
,

resulting in:

ü+ iωcu̇−
1

2
ω2
zu = 0 (2.6)

The general solution is u = e−iω±t, where

ω± =
1

2

(
ωc ±

√
ω2
c − 2ω2

z

)
(2.7)
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e+ p

Magnetic Field 1.0T

Trapping Voltage (V0) -100V 100V

Electrode Size (d) 11.0mm

Magnetron Frequency 33.5 kHz 33.5 kHz

Axial Frequency 43.3MHz 1.01MHz

Cyclotron Frequency 28.0GHz 15.2MHz

Table 2.1: Typical particle motion frequencies in our Penning trap.

If ω± is real, the two solutions describes circular orbits with eigenfrequencies ω±, while

imaginary values of ω± lead to unstable orbits. There is therefore a requirement that

ωc ≥
√

2ωz in order to have stable con�nement of charged particles in a Penning trap.

Charged particles in a Penning trap therefore undergo three distinct motions: axial

oscillation with frequency ωz, cyclotron motion at the modi�ed cyclotron frequency,

ω′c = ω+ = ωc − ωm, and magnetron motion with frequency ωm = ω− = ω2
z

2ω′c
, which

can be identi�ed as an ~E × ~B drift motion [55, 56]. These motions are depicted in

Fig. 2.1. The typical particle motion frequencies in our Penning trap are depicted in

Table 2.1. The frequencies in general have the hierarchy ω′c � ωz � ωm, and can

therefore be regarded as independent of each other.

The energies corresponding to the axial, cyclotron, and magnetron motions are

respectively:

Ea =
m

2
ω2
zz

2
max (2.8a)

Ec =
m

2
ω2
cρ

2
c (2.8b)

Em =
m

2

(
ω2
m −

1

2
ω2
z

)
ρ2
m < 0 (2.8c)
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z

Figure 2.2: a) Hyperbolic and b) cylindrical ring electrode geometries.

where zmax is the amplitude of the axial oscillation, ρc is the cyclotron radius, and

ρm is the magnetron radius. If a particle loses axial or cyclotron energy through a

damping mechanism, this leads to a reduction in its axial oscillation amplitude or

its cyclotron radius. In contrast, the magnetron energy decreases with increasing

magnetron radius because the radial electric potential energy has a larger magnitude

than the kinetic energy of the magnetron motion. Consequently, energy has to be

actively added to the magnetron motion in order to decrease the magnetron radius.

These issues will be discussed in more detail in Section 3.3.1 and Section 3.3.2.

2.1.2 Penning Trap Electrode Geometries

The quadrupole electric con�ning potential of an ideal Penning trap can be gener-

ated by applying voltages to electrodes with surfaces that have the same shape as the

equipotential contours. For a quadrupole potential, the equipotential contours are hy-

perboloids (Fig. 2.2a). Although hyperbolic trap electrodes can in principle be made,
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they are di�cult to fabricate, and this electrode geometry makes it di�cult to load

particles or to link di�erent trapping zones. The simplest and most versatile Penning

trap electrode design is to use cylindrical ring electrodes with open ends (Fig. 2.2b)

[57]. An arbitrarily large number of cylindrical ring electrodes can be stacked on

top of each other and independently biased to di�erent voltages in order to produce

multiple particle con�nement regions, and particles can be loaded through the open

ends of the electrodes or transported from one electrode to another by adjusting the

potentials applied to the electrodes.

The electric con�ning potential produced by cylindrical electrodes is not a perfect

quadrupole. If we assume that the voltages applied to the cylindrical electrodes are

axially symmetric about the center of the con�nement electrode, then the con�ning

potential can be written in spherical coordinates about the center of the electrode as

an expansion of even Legendre polynomials, Pj (cos[θ]):

φ(ρ, z) =
V0

2

∞∑
j=0
even

Cj

(r
d

)j
Pj (cos[θ]) (2.9)

where d2 = 1
2

(
z2
0 + 1

2
ρ2

0

)
, V0 is the voltage applied to the con�nement electrode,

r2 = z2 + ρ2, z0 is the electrode half-length, and ρ0 is the electrode radius. A perfect

quadrupole potential can be written in terms of the C0 and C2 terms alone, while the

higher order terms in the expansion describe the anharmonic portions of the potential

generated by the cylindrical electrodes.

The speci�c values of the Cn terms depend upon the relative geometries and

relative voltages applied to the cylindrical electrodes. With an appropriate choice

of the dimensions of the con�nement electrode and its two nearest neighbors, and

the voltages applied to the three electrodes, the C4 and C6 terms can be set to zero
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radius-length electrode �endcap� electrode �ring-comp� electrode set

ρ0 18.0mm

z0 9.0mm 15.3mm 2.8mm

z1 · · · · · · 7.3mm

V1

V0
0 0 0.8811

d 11.0mm 14.1mm 15.3mm

C0 1.15 1.61 1.55

C2 -0.5092 -0.5734 -0.5449

C4 0.1080 -0.0135 0

C6 -0.0036 0.0486 0

C8 -0.0061 -0.0039 0.0366

Table 2.2: Con�nement potential expansion coe�cients for the three typical
electrode con�gurations used in the Penning trap. It is assumed that both
ends of the electrode stack are closed by a grounded plane.

[57]. This is useful when very precise harmonic potentials are required in order to

have a well-de�ned particle axial oscillation frequency. In most applications, this

degree of precision is not required for particle storage or antihydrogen production

however, so most of the electrodes in our Penning trap are of identical length to their

neighbors. The corresponding Legendre polynomial expansion coe�cients are given

in Table 2.2 for the three types of con�nement electrode geometries typically used to

con�ne particles in our Penning trap, where z1 and V1 are the axial half-lengths and

voltages of the two electrodes neighboring the con�nement electrode. Near the center

of the electrodes, the potential can be approximated as a quadrupole, although it

deviates from this away from the center. The con�nement potential inside a radius-

length electrode in comparison with the corresponding ideal quadrupole potential is

depicted in Fig. 2.3.



Chapter 2: Apparatus 24

Figure 2.3: The con�nement potential within a radius-length electrode (solid
contours), in comparison to the corresponding ideal quadrupole potential
(dashed contours).

2.1.3 The A-TRAP and B-TRAP Penning Traps

Two identical Penning traps were constructed for use in the new experimental

zone at CERN, either of which can be used in conjunction with the Io�e neutral atom

trap. Two traps were constructed so that one can be used at any time to perform

experiments while the other is being repaired or modi�ed. We refer to these two traps

as �A-TRAP� and �B-TRAP�, but I shall typically refer to either experiment as A-

TRAP from this point forward for simplicity, since the two traps are nearly identical,

although only one of them at a time can be combined with the one Io�e trap that

we presently have. In that case, the other trap is simply a Penning trap, which can

still be used for useful particle loading and diagnostic experiments, and antihydrogen

production experiments.

The A-TRAP Penning trap is depicted in Fig. 2.4. The �electrode stack� consists of

36 gold-plated copper ring electrodes that are stacked on top of each other, separated
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Figure 2.4: The A-TRAP Penning trap electrode stack (a) in cross-section,
and (b) in reality. Each label in the cross section view indicates one
independently-biased electrode.
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by insulated macor spacers so that the electrodes can be independently biased to

di�erent potentials. Almost any of these electrodes can be used to con�ne particles

within a single electrode volume, or more complicated potentials can be created within

the Penning trap to perform a diverse array of experiments. The electrode stack in

Fig. 2.4 can be divided into two main regions, the lower electrode stack, and the upper

electrode stack. The lower electrode stack is primarily used for capturing antiprotons,

which are initially con�ned between the high voltage potentials applied to the high-

voltage electrode (HV) and the degrader (DEG) after arriving from the Antiproton

Decelerator at CERN. The upper electrode stack is the region above the HV electrode,

and is used both for the trapping positrons from the positron accumulator and for

forming antihydrogen out of the accumulated positrons and antiprotons. This region

can either be surrounded by the Io�e trap, or simply by a vacuum enclosure.

The electrical connections for the electrodes are schematically depicted in Fig. 2.5

and Fig. 2.6. For most of the electrodes, there is both a DC bias voltage connection

that passes through a RC �lter immediately before reaching the electrode, and also a

connection for high-frequency signals or voltage pulses, which are capacitively coupled

to the electrodes after passing into the cryogenic Penning trap through stainless-steel

micro-coaxial cables. Additionally, some of the electrodes are split into segments

which have independent electrical connections so that axially-asymmetric signals can

be transmitted or received.
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Figure 2.5: The lower A-TRAP electrode stack wiring diagram.
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Figure 2.7: The Zeeman splitting of the ground states of an antihydrogen
atom.

2.2 The Io�e Trap

When antihydrogen is produced inside a Penning trap, the neutral atom is not

con�ned within the trap, and will annihilate as soon as it comes in contact with the

electrode walls. Even 4 K atoms produced in the center of the electrodes will typically

drift to a wall and annihilate in approximately 100 µs, which is far too short of a

time to perform precise spectroscopy. As such, it will be necessary to magnetically

con�ne the antihydrogen atoms produced before measuring their spectrum [4]. A

Io�e neutral atom trap was constructed to enclose the Penning trap electrode stack,

forming a combined Penning-Io�e trap that is capable of both producing and con�ning

antihydrogen atoms.

An antihydrogen atom has an intrinsic magnetic moment, µ, due to the spins of the

positron and antiproton, and the orbital motion of the positron. The potential energy
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of this magnetic moment within an external magnetic �eld is given by U = −~µ · ~B.

As the atom travels through a region of varying magnetic �eld, the magnetic moment

adiabatically maintains its relative orientation to the magnetic �eld direction as long

as the following condition is satis�ed [58]:

ω =
µB

~
�
∣∣dB
dt

∣∣
B

(2.10)

which is easily satis�ed for atoms within our magnetic trap. This makes the potential

energy of the atom just a function of the magnitude of the magnetic �eld, as in the

example in Fig. 2.7 for the ground states of an antihydrogen atom. The magnetic

moment will be either aligned or anti-aligned with the magnetic �eld, depending

upon the quantum state of the atom. The aligned states will have a potential energy

that decreases with magnetic �eld magnitude, and they are therefore attracted toward

regions of high magnetic �eld. In contrast, the anti-aligned states will have a potential

energy that increases with magnetic �eld magnitude, and are attracted toward regions

of low magnetic �eld. Maxwell's equations forbid the existence of a magnetic �eld

maximum in a static �eld con�guration, but it is possible to create a �eld con�guration

that has a magnetic minimum. Such a minimum will create a con�ning potential for

anti-aligned, low-�eld-seeking states.

It makes sense to de�ne the depth of the magnetic-minimum con�ning potential

in terms of the low-�eld-seeking ground states of the antihydrogen atom. Even if an

excited antihydrogen atom is initially con�ned in the magnetic trap, within a short

amount of time, it will have either decayed into a con�ned ground state or decayed

into a high-�eld-seeking state and be lost. Within a large magnetic �eld, the potential

energy of a con�ned antihydrogen atom in the ground state is U = µBB, where µB is
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pinch coils

racetrack coils

Figure 2.8: The ATRAP superconducting quadrupole Io�e trap.

the Bohr magneton, and the magnetic moment due to the antiproton spin has been

neglected since it is much smaller than the electron spin magnetic moment. The

depth of the con�ning potential in units of temperature is then:

T =
µB∆B

kB
= (0.67 K/T) ∆B (2.11)

where ∆B = Bw − B0, Bw is the magnetic �eld magnitude at the wall of the trap,

and B0 is the magnetic �eld minimum in the center of the trap.

A quadrupole Io�e trap is the simplest magnetic trap design that is compatible

with the axial magnetic �eld required for charged particle con�nement in a Penning

trap [59, 60]. The radial �eld of a quadrupole Io�e trap has the form:

~B = β(xx̂− yŷ) (2.12)
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If we add this �eld to the bias �eld of the Penning trap, B0ẑ, then the corresponding

depth of the con�ning potential is.

T = (0.67 K/T)

(√
β2ρ2

0 +B2
0 −B0

)
(2.13)

where ρ0 is the radius of the trap electrodes. The axial con�nement in a Io�e trap is

produced by two current loops at either end of the con�nement region (pinch coils),

which both produce a magnetic �eld in the same direction as the Penning trap bias

�eld.

Our superconducting quadrupole Io�e trap is depicted in Fig. 2.8. It was designed

and constructed in a cooperative e�ort between members of the ATRAP collabora-

tion and sta� from Forschungszentrum Jülich and ACCEL Instrument GmbH. Four

racetrack coils with alternating current directions produce the radial �eld, and the

axially-con�ning �eld is produced by the pinch coils surrounding the ends of the race-

tracks. The Io�e trap is constructed from entirely non-magnetic materials. The vac-

uum enclosure and the majority of the interior parts are constructed from titanium.

Multistrand NbTi wire is wound on titanium forms to produce the electromagnet

coils, with tight-�tting titanium and aluminum parts to counteract the large repul-

sive forces on them. The upper electrode stack of the Penning trap (Fig. 2.4) �ts

within the central bore of the Io�e trap. Four MgF2 optical windows allow access for

Lyman alpha light through the center of the racetrack coils onto the electrode stack

for future laser-cooling and spectroscopy purposes.

The magnetic potential contours of the Io�e trap �eld within the electrodes are

depicted in Fig. 2.9. A current of 80 A in the pinch coils and 69 A in the racetrack

coils produces a 375 mK axial and radial trap depth. This value takes into account
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Figure 2.9: The magnetic potential contours of the Io�e trap.

the fact that the �eld in the center of the trap is boosted from B0 = 1 T to 2.2 T

by the current in the pinch coils. The total trap depth would be 650 mK if the 1 T

axial bias �eld for the Penning trap were turned o�, but it takes too long to turn o�

the magnet producing that �eld for it to be a practical option.

2.3 The Full Penning-Io�e Trap Apparatus

The combined Penning-Io�e trap requires a substantial amount of supporting ap-

paratus. The axial magnetic �eld of the Penning trap is produced by an external

superconducting solenoid. The Penning trap requires a vacuum enclosure, including

a multitude of electrical connections passing through it to the electrode stack and

access for loading particles into the trap. The Penning trap must be maintained at

cryogenic temperatures to achieve the exceptional vacuum levels required for antimat-

ter con�nement, and to cool the con�ned particle motion to cryogenic temperatures.

The superconducting Io�e trap also needs to be supplied with cryogens and connected

to a current supply. Laser access into the Penning-Io�e trap will also be required for

spectroscopy of trapped antihydrogen apparatus. To satisfy all of these requirements,

a new experimental zone was established in the Antiproton Decelerator facility at
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CERN, and a completely new experimental apparatus was built. This new experi-

mental apparatus is depicted in Fig. 2.10.

2.3.1 The Superconducting Solenoid

The axial bias �eld for the Penning trap is produced by 2.2 m tall superconducting

solenoid with a 20 inch room-temperature bore. The maximum �eld in the center

of the solenoid is 3 T, but it is typically operated at 1 T because this increases the

depth of the radial Io�e trap con�ning potential. The �eld is constant to within 1%

over the whole length of the Penning trap, and is homogenous to within one part in

104 along a 20 inch long region surrounding the Io�e trap.

2.3.2 The Insert Dewar

If a cryogenic trap were placed directly within the solenoid, there would be a

signi�cant radiative heat load on it from the room-temperature bore of the solenoid.

The heat load on the trap is minimized by placing it within a vacuum enclosure that

sits inside the magnet bore and has two internal radiation shield layers that are cooled

by cryorefrigerators. We refer to this apparatus as the �insert dewar,� which is shown

in Fig. 2.11.

The insert dewar is composed of three layers: an outer room-temperature vacuum

enclosure, a middle layer cooled to 60 K, and an inner layer cooled to 20 K. The

cooling power is provided by both a Cryomech PT405 two-stage pulse tube and a

Cryomech PT60 single-stage pulse tube. The primary cooling stages of the PT405

and PT60 are linked together by a copper block, and connected to the middle shield
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Figure 2.10: The full Penning-Io�e trap experimental apparatus.
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Figure 2.11: Cross section view of the insert dewar.

layer by a set of �exible copper cables that are brazed into copper anchor blocks. The

secondary cooling stage of the PT405 is connected to the inner layer by similar copper

cables. In each case, a good thermal connection is established by tightly clamping the

components together with a small amount of copper-loaded vacuum grease between

the joints. The outer vacuum layer is made from a nominally non-magnetic grade

of stainless steel, while the inner two layers are constructed from 1100 series (pure)

aluminum in order to maximize the thermal conductivity of the layer and minimize

temperature gradients.

The insert dewar has a very narrow radial pro�le, in order to maximize the volume
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Figure 2.12: Temperatures within the insert dewar during a typical cool-
down cycle. The temperatures on the layers indicated are shown for the top
of the detachable section (dashed curves), the top of the upper section (solid
curves), and at the pulse tubes (dotted curves).

available for the trap. It �ts within the 20 inch bore of the solenoid, and has an inside

diameter of 18.4 inches. Each of the layers has detachable lower sections that extend

the internal length of the insert dewar to 1.9 m. These lower sections are detachable so

that either a small-diameter or large-diameter set of extensions can be attached to the

insert dewar. The small-diameter extensions are large enough to enclose the vacuum

can of the Penning trap, but small enough that two additional sets of scintillating-

�ber particle detectors can �t around the exterior of the insert dewar lower section.

The large-diameter extension depicted in Fig. 2.10 and Fig. 2.11 is required to �t the

Io�e trap, and in this case, there is only enough room for one set of scintillating �bers

around the exterior of the large lower extension. All of the extension layers are made

of aluminum.
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A number of steps were taken to thermally decouple the layers as much as pos-

sible. The middle layer is suspended from the top plate of the insert dewar by a

G10 �berglass tube, and the inner layer is separated from this layer by a second set

of long-path-length �berglass tubes in order to minimize direct thermal conduction

between the layers. Each of the outward-facing surfaces of the two inner layers are

covered by dozens of layers of highly-re�ective aluminized-mylar �super insulation,�

which minimizes the radiation heat load from the hot surface onto the cold surface.

Additionally, the inner layer is wrapped with a spiral of thin dacron cord on the exte-

rior of the super insulation. This guarantees that any contact between the two layers

is through the low-conductance cord rather than a direct metal-on-metal touch.

Any gas within the insert dewar will create a thermal path between the layers.

As such, the interior of the insert dewar is kept under high vacuum when it is in use.

The entire insert dewar is evacuated through a 6" CF �ange on the enclosure that

houses the two pulse tubes. The large sections of the outer vacuum layer that are

bolted together are sealed by o-rings. The top opening of the insert dewar can either

be sealed by the top of the Penning-Io�e trap apparatus or by a blank plate. The

bottom of the insert dewar is sealed by a 10 µm thick titanium foil that allows access

for high-energy antiprotons. Because this thin foil is rather fragile to sudden shocks,

the dewar is initially pumped down slowly from atmosphere to roughing pressures

through an adjustable restriction.

The temperatures inside the insert dewar are constantly monitored by eight carbon-

glass temperature sensors that are read out along with the trap temperature on a

16-channel Lakeshore 370 AC resistance bridge. The temperatures achieved during a
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typical cool-down are shown in Fig. 2.12. The temperature of the middle layer ranged

from 60-67 K, and the temperature of the inner layer ranged from 17-20 K during

regular operation. The cool-down takes approximately two days due to the large heat

capacity of the insert dewar.

Pulse tubes provide cooling power down to signi�cantly lower temperatures than

the ones observed. Although our operating temperatures are o� of the cooling curves

provided by Cryomech, we can extrapolate to estimate that the heat load on the

middle layer of the insert dewar is several tens of Watts, and the heat load on the

inner layer is on the order of ten Watts. This is likely in-part due to unexpected

thermal contacts between the layers, which are separated by small distances. Over

the 2 m length of the insert dewar, the inner layer is separated from the middle layer

by only 1.5 mm, while the middle layer is separated from the outer layer by 4 mm.

The cooling power of the pulse tubes overpowers these heat loads however, making

the insert dewar moderately insensitive to signi�cant heat loads. To measure the

response to applied heat loads, we used small test heaters placed inside the insert

dewar. The middle layer temperature increased about one K per applied Watt, while

the inner layer temperature increased by about 2 K per Watt of power applied to the

layer.

When the insert dewar was �rst received from the company that built it, it did

not meet the desired speci�cations. It was originally designed to be cooled by just

the PT405, but the PT60 was later added in series for additional cooling power.

This did not entirely solve the problem though. After receiving the insert dewar, we

took it apart and rebuilt it in the hopes of reducing its operating temperature. This
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Figure 2.13: Comparison of the temperatures of the middle (black) and inner
(gray) insert dewar layers, both before (dashed) and after (solid) a complete
rebuild.

rebuild was successful, as seen in Fig. 2.13, which compares the temperatures achieved

during a cool-down at the company with a cool-down after the rebuild. Before the

rebuild, the lowest temperatures achieved were 74 K on the middle layer and 47 K

on the inner layer. Immediately after the rebuild, the corresponding temperatures

were 77 K and 20 K, but replenishing the helium gas in the compressors that run

the pulse tubes further reduced these temperatures to 62 K and 17 K at a later date.

The temperature of the inner layer is the most important, since it determines the

heat load on the Penning-Io�e trap. From the Stefan-Boltzmann law for the power

radiated from a blackbody, P = AεσT 4, the radiative heat load on the trap after

the rebuild was reduced by a factor of nearly 60, making it much less signi�cant

than the direct conductive heat loads on the trap. There were a couple of clear

changes made during the rebuild. Super insulation was added to the inner layer as
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Figure 2.14: The temperatures in the insert dewar during the warm-up pro-
cess.

well as the dacron cord, while this layer initially had the cord but no super insulation.

Additionally, the temperature sensors were better heat-sunk to the dewar to ensure

that the temperature measurements were accurate. It is also possible that some

potential touches between the layers were avoided when the dewar was reassembled.

When the pulse tubes are turned o�, it takes roughly four days for the insert

dewar to warm up to room temperature due to the good insulation and large heat

capacity of the cold layers. The heaters on the insert dewar can not apply enough

power to signi�cantly speed up this process. The most e�ective way of warming up

the insert dewar is to slightly break the vacuum in the insert dewar. Dry nitrogen

gas is used to avoid water condensation within the insert dewar. It is important to

avoid adding too much gas, since this can lead to a large amount of condensation

and ice accumulating on the outer vacuum layer, which can in turn freeze the o-rings
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Figure 2.15: The A-TRAP vacuum hat.

and cause vacuum leaks as well. The insert dewar warm-up process is depicted in

Fig. 2.14. It typically takes a full day to warm up and vent the insert dewar. The plot

in Fig. 2.14 also demonstrates that the PT60 reduces the equilibrium temperature of

the middle layer, but turning this pulse tube o� does not have a dramatic impact on

the temperature of the inner layer.

2.3.3 The A-TRAP Vacuum Hat

The top of the insert dewar vacuum space is sealed by the top of the A-TRAP

Penning-Io�e trap apparatus. We refer to this stainless-steel upper portion of the

vacuum chamber as the �hat,� which is shown in Fig. 2.15. The entire weight of the

apparatus is suspended below the hat using G10 �berglass tubes, and the apparatus

can be picked up and transported on a crane using the lifting lugs on the top of

the hat. The hat has a multitude of vacuum �anges, which allow access into the

insert dewar vacuum space for electrical connections, laser access, and motion feed-

throughs. It also allows access into the helium vacuum space for cryogenic liquids and



Chapter 2: Apparatus 43

the detachable current leads that connect to the superconducting Io�e trap. Finally,

it allows access into the trap vacuum space for positrons coming from the external

positron accumulator. The top of the hat has four quadrant plates and a central plate

that are sealed with o-rings. If desired, these plates can be removed and replaced by

plates with di�erent con�gurations of vacuum �anges welded into them, allowing for

a great deal of �exibility in the design for future unforseen experiments.

2.3.4 The A-TRAP Cryogenic and Thermal Isolation System

The Penning-Io�e trap is cooled and maintained at cryogenic temperatures using

a reservoir of liquid helium, which has a temperature of 4.2 K. It takes only 2.6 kJ of

energy to vaporize a liter of liquid helium, so modest heat loads can rapidly cause the

helium reservoir to boil away. Liquid helium is very expensive, and time consuming to

transport and transfer from one vessel to another, so it is very desirable to minimize

the heat load on the liquid helium reservoir, and consequently minimize the amount

of liquid helium used to keep the trap cold. To do this, we use the thermal isolation

system depicted in Fig. 2.16.

There are three 0.25" thick copper ba�e plates between the 4 K helium dewar from

the room-temperature vacuum hat. The top of each plate is covered by aluminized-

mylar super insulation to minimize the thermal radiation load from the layer above.

Each plate is separated from the layer above and below it by three G10 �berglass-

epoxy tubes, which also support the entire weight of the trap. These G10 tubes

are strong, but have a very low thermal conductivity. The helium dewar itself is

constructed from aluminum. The vacuum connections into the helium space are
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Figure 2.16: The A-TRAP cryogenic and thermal isolation system.

provided by explosively-bonded bimetallic con�at �anges that are welded into the

dewar. The bottom half of these �anges are made from aluminum, while the top half

is formed from either stainless-steel or titanium, depending upon whether it is welded

onto the top of bottom of the dewar respectively. Electrical and laser access from the

hat down to the Penning-Io�e trap is provided by holes through the thermal isolation

plates and tubes through the helium dewar that correspond to the �ange locations

on the top of the hat.
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Figure 2.17: The temperature of the thermal isolation ba�es and helium
dewar (dashed curves indicated) as the insert dewar is cooled. This demon-
strates the coupling of the top ba�e plate to the insert dewar middle layer
(solid black curve) and the bottom plate to the insert dewar inner layer (solid
gray curve).

Thin-walled stainless-steel bellows link the exterior of the insert dewar vacuum

space to the helium space and with the trap vacuum space for positron access.

Stainless-steel has a very low thermal conductivity at cryogenic temperatures com-

pared to other metals. At the location of each plate, the bellows are brazed to a

copper �ange that is bolted to the corresponding plate, thermally anchoring the bel-

lows to plates at these locations. The top plate is thermally connected to the middle

layer of the insert dewar by �exible beryllium copper contact �ngers, and is therefore

cooled by the insert dewar pulse tubes. The bottom plate is similarly anchored to

the inner layer of the insert dewar, while the middle layer has a �oating temperature.

The heat load on the helium dewar from above is therefore set by the temperature

of the bottom ba�e plate, and the corresponding heat conducted through the G10
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tubes and the thin-walled stainless-steel bellows. The sound thermal connection be-

tween the top and bottom ba�e plates and their corresponding insert dewar layers is

demonstrated by Fig. 2.17. In contrast, the helium dewar and middle ba�e plate are

only weakly coupled to the insert dewar temperature as it cools down, as desired.

The Liquid Helium Hold Time

The helium dewar holds 44 liters of liquid helium. Under optimal conditions,

this helium needs to be re�lled once every six days in order to keep the trap cold

(0.3 l/ h boil-o� rate). The helium hold-time is a practical measure of how usable the

apparatus is, but it also allows us to estimate and diagnose the total heat load on the

dewar. A heat load of 1.3 W would boil away all of the helium within a day. The

longest hold time is achieved if the thermal isolation ba�es and helium dewar are

placed in the insert dewar with no trap below them, and with only the two cryogen

�ll bellows and three G10 support tubes connected to the helium dewar. In this case,

the measured hold time was 28 days, which is on the scale of what one might predict

from the known heat loads. The total heat load on the helium dewar is increased from

this baseline value when the entire apparatus is in use however. Four additional 1.5"

ID bellows are required for current lead access for the Io�e trap and positron access

to the Penning trap, and the electrical connections within the Penning trap require

approximately 50 coaxial connections and roughly twice as many wire connections.

To minimize the heat load on the trap, stainless-steel micro-coax lines (Microstock

UT-20-SS) and constantan wires with a 0.003" conductor diameter are used for the

electrical connections. The reduced helium hold time is 6 days, corresponding to a
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Figure 2.18: Operation of the Penning-Io�e trap under adverse conditions,
(a) when there was a liquid helium leak into the insert dewar vacuum space,
and (b) when the PT405 pulse tube stopped working in addition to the liquid
helium leak. The plot depicts the liquid helium level (dash-dot), as well as
the temperatures of the helium dewar (solid), the insert dewar inner layer
(dotted), and the insert dewar middle layer (dashed).

200 mW heat load. When the Io�e trap is in regular use however, which requires

lowering the retractable 100 A current leads into the helium space, then this further

decreases the helium hold time.

The Penning-Io�e trap was operated for several weeks under extremely adverse

conditions, when the helium hold time dropped as low as just a few hours. This

happened when a leak opened up on the Io�e trap, leaking liquid helium directly into

the insert dewar vacuum space. The leak not only caused a direct loss of helium,
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but also raised the pressure within the insert dewar, causing thermal shorts which in

turn increased the helium boil-o� rate (Fig. 2.18a). Before this problem was �xed,

the two-stage PT405 pulse tube stopped working as well (Fig. 2.18b). Although this

dramatically decreased the helium hold time, we were still able to continue working

with the Penning-Io�e trap during the antiproton beam run at CERN. Both the

helium leak and the PT405 were later �xed.

2.3.5 Thermal Cycling of the Penning-Io�e Trap

Experiments can only be performed while the trap is at cryogenic temperatures.

When the trap needs to be repaired or modi�ed, the trap must be warmed up, removed

from the insert dewar, repaired, put back, and cooled back down again. Since we

usually receive antiproton beam at CERN on a daily basis, this can cause loss of

valuable time for experiments. Although we have two Penning traps, so that we

can continue performing experiments when lengthy repairs are required on one of

them, the warm-up and cool-down times continue to be fundamental limitations. As

such, the trap warm-up and cool-down procedures have been streamlined as much as

possible.

Cooling a Penning trap typically involves �rst cooling the trap to 77 K with liquid

nitrogen, since liquid nitrogen is cheaper and has a much larger cooling capacity per

liter than liquid helium. Once this step is done, the liquid nitrogen must be removed

before �lling the dewar with liquid helium. This can be done by extending a tube down

to the bottom of the dewar and pressurizing the dewar from the top with nitrogen

gas, which forces the liquid up the tube and out of the dewar. The dewar can then be
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Figure 2.19: The typical cool-down procedure for the Penning-Io�e trap.

depressurized and �lled with liquid helium. Throughout this process, the Penning trap

is cooled by thermal conduction between the electrode stack and the cryogen reservoir.

The cooling of the electrode stack is often the limiting factor, since the electrodes are

stood o� from the metal parts of the trap by electrically insulating materials, which

are typically also poor thermal conductors. For the apparatus that is only a Penning

trap, the heat must also be conducted through the titanium vacuum enclosure that

takes the place of the Io�e trap (Section 2.3.7). Titanium is a moderately poor

thermal conductor. Even at cryogenic temperatures, it takes about ten times longer

for heat to propagate through titanium than it does for aluminum or copper, the

other non-magnetic metals used in this region. The cool-down time for the Penning

trap apparatus was initially 4 days, but was reduced to 2 days by thermally bridging

the titanium vacuum can by clamping thick copper straps across it.

The Io�e trap �lls with liquid helium through a direct connection to the bottom
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of the helium dewar. This brings the helium reservoir closer to the Penning trap

electrode stack in the combined Penning-Io�e trap. It also introduces a signi�cant

di�erence to the cooling procedure. After pre-cooling with liquid nitrogen, the Io�e

trap will also be �lled with liquid nitrogen. Although the nitrogen in the dewar can

be removed using the previous procedure, there is no direct path for a tube to the

bottom of the Io�e trap. To deal with this problem, a heater system was developed

for boiling away the last amount of liquid nitrogen inside the Io�e trap before �lling it

with liquid helium. Thin kapton-insulated �exible heaters were wrapped around the

Io�e trap and helium dewar, thermally anchored with a thin layer of vacuum grease,

and secured with tight wraps of kapton tape. The 7 A current required to operate

the heaters at full power are supplied by four simple retractable current leads that

connect via a mini-banana jack/plug interface on the top of the helium dewar. The

leads are not normally connected, since the copper wire carrying the current would be

a signi�cant heat load on the helium dewar. The heaters in either location can supply

over 1 kW of heat with an area density of up to 5-10 W/in2, but they are typically

operated at much lower powers by selecting the input voltage using a variable AC

transformer. Cooling down the Penning-Io�e trap typically takes a day and a half,

as in Fig. 2.19.

The warm up procedure in either case involves boiling o� the liquid helium, turning

of the insert dewar, and introducing a small amount of dry nitrogen gas into the insert

dewar vacuum space. As with the procedure for warming up the insert dewar, this

causes a thermal short between the trap and the various layers of the insert dewar,

including the room-temperature outer vacuum layer. Using just this procedure, the
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Figure 2.20: The Penning-Io�e trap warm-up procedure using heaters.

trap can be warmed up in 2 days. The warm-up time can be reduced to one day if

the heaters are used, as in Fig. 2.20.

In summary, the trap can be cooled down in as little as 1.5 days and warmed up

in as little as 1 day using a heater system. This makes the theoretical minimum time

required to swap our two traps about 3 days, which is still a signi�cant sacri�ce when

we are taking antiproton beam. A serious limitation to the cooling and warming time

is that the electrode stack is somewhat thermally insulated from the helium reservoir.

The measured electrode stack temperature was often around 7 K, higher than the

4.2 K liquid helium temperature. This was due to the heat load from the micro-coax

cables connected to the electrodes, and the problem was later alleviated by better

heat sinking of the micro-coax to the helium dewar.
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2.3.6 The Cryogenic, Two-Dimensional Translation Stage

Access into the electrode stack from outside the trap vacuum space is crucial

for antihydrogen experiments. High-energy antiprotons have access into the Pen-

ning trap by passing through a series of thin titanium vacuum windows that are

located below the electrode stack. Access from above the electrode stack is required

for positrons, electrons, and laser light, each of which have their own particular re-

quirements. Positron access requires having a small tube on-axis with the electrode

stack (Section 4.2.2), electron loading optimally requires having a gold-plated op-

tical window on-axis (Section 4.1.2), and laser access for antihydrogen cooling and

spectroscopy requires placing a large-aperture optical window on-axis. Additionally,

placing faraday cups or a phosphor screen above the electrode stack would allow

plasma pro�le measuring capabilities. To meet all of these con�icting requirements,

a two-dimensional translation stage was designed and constructed that can move var-

ious access windows on-axis with the electrode stack (Fig. 2.21). This �X-Y stage�

operates at liquid-helium temperature, within the insert dewar vacuum space.

The X-Y stage sits in the region between the helium dewar and the Io�e trap

(Fig. 2.10). As it translates, it moves a 6" OD con�at �ange that sits 5 inches above

the top of the electrode stack. This double-sided titanium con�at �ange separates

the cryogenic Penning trap vacuum space from the positron-transfer vacuum space

above it, and is connected to titanium edge-welded bellows on either side. The �ange

has �ve di�erent vacuum window locations on it: a central 1-1/3" OD con�at �ange,

two 2-1/8" OD con�at �anges, and two indium-sealed �anges. By translating the

position of the large �ange in the horizontal plane, any one of these window locations
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Figure 2.21: The cryogenic, two-dimensional translation stage is used to
line up a variety of di�erent objects with the central axis of the Penning
trap, allowing a diverse range of particle loading, laser access, and diagnostic
capabilities.

can be centered over the Penning trap symmetry axis. The total travel range of the

X-Y stage is ±1.15" along the x-axis and ±1.26" along the y-axis.

X-Y Stage Design Issues

The cryogenic vacuum environment posed some serious challenges in the design

of the X-Y stage. Most commercial mechanical devices will cease up at cryogenic

temperatures. This is in part due to di�erential thermal contraction of the materials,

which can disrupt mechanical function if parts must �t together within tight toler-

ances. Liquid lubricants that are often used at room temperature stop functioning
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because they freeze, and they are not compatible with a vacuum environment in any

case. For each of the two axes of travel, the X-Y stage motion is guided by Frelon-lined

aluminum bearings that slide along ceramic-coated aluminum shafts to either side of

the edge-welded bellows. Frelon is a compound of Te�on, which maintains its intrinsic

lubricating properties at cryogenic temperatures, allowing for equally smooth travel

at cryogenic temperatures as at room temperature. For the stage to move properly,

the distance between the bearings must match the distance between the two shafts.

As such, di�erential thermal contraction must be avoided between the parts housing

the bearings and the parts setting the shaft separation. This problem is minimized by

forming the X-Y stage body entirely out of aluminum so that there are no material

contraction mismatches, by using large solid pieces rather than bolting together a

collection of small parts in order to minimize shifts in the part locations during cool-

ing, and by heat-sinking each section of the X-Y stage together using �exible copper

cables in order to avoid temperature gradients.

The initial design of the X-Y stage did not function properly at cryogenic temper-

atures, and some valuable lessons can be learned from the experience. The �rst lesson

was that the di�culty of moving the stage scaled very strongly with the number of

parallel shafts required to guide the motion. Sliding along a single shaft is very easy

because the bearing is self-centering on the shaft. Sliding along two shafts is some-

what di�cult because of the distance-matching problem just described. Sliding along

three shafts is quite di�cult in practice because it adds another dimension that must

also be precisely matched. In the original X-Y stage design, the motion was driven

by a nut that was threaded along a rotating lead screw, e�ectively adding a third



Chapter 2: Apparatus 55

shaft to the system. The original design also involved bolting together a collection

of small parts, which always �t together slightly di�erently each time that it was as-

sembled. The location of the parts could be adjusted slightly so that the stage moved

smoothly at room temperature, but the precise alignment was not maintained as the

trap cooled down, causing the stage to not move properly. Another lesson learned

from the experience was that friction in the stage motion at room temperature always

gets worse as the stage cools down.

The �nal design for the X-Y stage avoids using the lead screw in favor of using

cables to pull the stage back and forth. The �rst attempt at this design involved

stringing the cables all the way up to the hat and pulling on them there. The cable

paths were guided using homemade Bowden cables, commonly used as bicycle brake

cables. This did not allow the XY stage to travel over its full range of motion because

there was an unexpectedly large amount of friction in the system, and it was also

di�cult to maintain a constant path length between the hat and the X-Y stage.

Metal cables were used instead of string because they were much less stretchy. The

�nal X-Y stage design bypassed this problem by transmitting torque down to the X-Y

stage and converting this torque into tension in the cables using gearboxes directly

attached to the X-Y stage (Fig. 2.21). The stage is moved along a particular axis

by rotating the shaft on the top of the gearbox, with the direction of the rotation

determining the direction of the corresponding motion. This shaft couples into a

worm drive system that ampli�es the input torque by a factor of 50. The worm gear

is coupled to a spool that the metal cable progressively winds around or unwinds

from. To move the stage in either direction, two cables are connected to the spool
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Figure 2.22: An example of the potentiometer resistance (solid points) and
photodiode response (open points) measurements used to determine the posi-
tion of the X-Y stage as it travels between two window locations. The vertical
lines indicated the known window positions. The photodiode response is for
a 1 mA current through the LEDs.

in opposite winding directions, and both of them are constantly under tension. One

cable connects directly to the corresponding movable section of the stage, while the

other is passed around a pulley before pulling on the stage from the opposite direction.

One rotation of the gearbox shaft corresponds to a 2 mm translation of the stage.

The torque driving the X-Y stage is provided from above the hat through a rota-

tional vacuum feedthrough. The output shaft connects to a telescoping double uni-

versal joint that couples into a thin-walled G10 tube that passes through the thermal

isolation plates to the bottom of the helium dewar. A second set of telescoping double

universal joints then couple these shafts to the shafts on the top of the gearboxes.
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Determining the Position of the X-Y Stage

The position of the X-Y stage is determined using two distinct methods for each

axis of motion. One photodiode (Hamamatsu S2386-18K) is mounted into each of

the two moving section of the stage, with a 0.014" diameter pinhole in front of it.

As the section moves, the photodiode pinhole passes by three pinholes of the same

diameter, each one of which marks the center position of one of the windows on the

central vacuum �ange, and each has a transmitting LED (Opto Diode Corp. OD-

880W) behind it. The light from the LED is picked up on the photodiode, and by

measuring the signal on the photodiode as a function of position, the location of the

three windows along that axis can be identi�ed. These particular photodiodes and

LEDs were chosen because they were known to perform well at 4 K [61]. The second

method for determining the position of the X-Y stage is to measure the resistance

of a linear potentiometer. The potentiometer is formed from a pair of conductive

plastic strips (taken from an ETI Systems LCPL200-5K potentiometer), and the

metal brush connecting the two strips is connected to the moving section of the X-Y

stage for each axis. This resistive measurement can be used to determine the position

of the X-Y stage between the window locations once the resistance measurement has

been calibrated.

An example of the two measurements used to determine the position of the X-

Y stage is given in Fig. 2.22 as the stage positioned travels between two window

locations. The measured potentiometer linear resistance is typically 0.63 kW/inch

at room temperature and 0.77 kW/inch at 4 K. The behavior of the LEDs with

temperature can be found in [61].
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Cautionary Remarks

It is worth noting a few cautionary remarks about using the X-Y stage. A di�eren-

tial pressure between the inside and the outside of the titanium edge-welded bellows

can damage either the bellows or X-Y stage under certain circumstances. If the ex-

ternal pressure is higher, then there is a signi�cant force on the bellows pushing them

toward the on-center position. If the X-Y stage is being held o� center by the cables,

than these counteracting forces can potentially cause a leak in the bellows. Likewise,

if the internal pressure is higher, which can arise if the trap is warmed up while inside

the evacuated insert dewar, then there is a net force on the bellows pushing them

o�-center, which can likewise potentially lead to damage.

2.3.7 Vacuum Inside the Cryogenic Penning Trap

Cryo-pumping within a sealed vacuum enclosure that is cooled to 4 K can reduce

the background gas pressure to unparalleled levels. This exceptionally good vacuum

level is required for long antiproton and antihydrogen lifetimes within the trap, since

background gas can cause antiproton annihilations. Within previous Penning traps

used by the ATRAP collaboration, an observed antiproton lifetime in the trap longer

than 1 month was used to derive an upper limit on the gas pressure of 5× 10−17 Torr

[62]. The new A-TRAP Penning-Io�e trap utilizes a di�erent positron loading method

where positrons are transferred into the trap from an external accumulator. This

requires a small hole on-axis with the Penning trap which the positrons can pass

through Section 4.2.2. As such, our Penning trap vacuum enclosure is not completely

sealed before it is cooled to cryogenic temperatures. Gas atoms from outside of the
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Figure 2.23: The Penning trap vacuum enclosure.

trap can enter through the 1 mm diamter, 1.3 cm long positron hole. Most gases

will be e�ciently cryo-pumped onto the cold surfaces of the trap, but hydrogen and

helium gas could potentially accumulate within the trap over time. We observe no

discernable antiproton loss after holding antiprotons within the Penning trap for 15

hours. From this observation, we can set an upper limit on the pressure within the

trap of 3×10−16 Torr. It seems clear that the cold small-diameter pumping restriction

and the good vacuum above the Penning trap are su�cient to decouple the Penning

trap vacuum space from the non-cryogenic vacuum space outside.
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The trap is made from entirely non-magnetic magnetic materials below the level of

the helium dewar. This includes the vacuum enclosure for the Penning trap. Our non-

magnetic vacuum enclosure is formed from titanium, including edge-welded titanium

bellows above the electrode stack and the Io�e trap vacuum enclosure. Titanium is

su�ciently hard to form con�at �anges, which seal by compressing a copper gasket

between two circular titanium knife-edges. Con�at �anges were used whenever possi-

ble to join the various pieces of the vacuum enclosure, since they are typically much

easier to seal than the alternative indium seal that is commonly used in cryogenic

experiments. We found that our titanium con�ats are more di�cult to properly seal

than their stainless steel counterparts. It is however possible to consistently seal

the �anges using a torque wrench. Several of our con�at �anges are a custom size

(Fig. 2.23), due to the unique space requirements demanded by our Penning trap.

For those con�at �anges, we fabricate custom-sized copper gaskets. An associated

challenge is the choice of bolts used to fasten the con�at �anges. Titanium seems

like an obvious choice because it is strong and matches the thermal contraction of

the �anges. Pure titanium grades are soft enough that there would be a danger of

stripping the bolts however, and most titanium alloys become brittle at cryogenic

temperatures [63]. Titanium alloys with small amounts of the interstitials oxygen,

carbon, and nitrogen tend to maintain higher ductility at cryogenic temperatures.

Of the extra-low interstitial (ELI) grades of titanium, the Ti-5%Al-2.5%Sn ELI alloy

has the best ductility properties at cryogenic temperatures, but we chose to use the

Ti-6%Al-4%V ELI alloy for our bolts due to availability, which also has satisfactory

properties at cryogenic temperatures [64].
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Figure 2.24: (a) A model of the electrical feed-throughs into the Penning
trap vacuum space. (b) A photograph of the electrical connections for the
Penning trap.

A number of vacuum seals are still formed using indium seals. The bottom of the

Penning trap vacuum enclosure is formed by a small 10 µm thick titanium foil, which

is clamped onto an ring of indium sitting in a groove. Additionally, the electrical feed-

throughs into the Penning trap vacuum space are brazed into a copper �ange. Each

of these four �anges has 30 electrical vacuum feed-throughs, and we collectively refer

to these as the �pinbases� (Fig. 2.24a). The pinbases are also sealed by compressing

a ring of indium into a groove. The feed-through pins are soldered to a circuit board

that sits on top of the pinbases (Fig. 2.24b). The resistors and capacitors that form the

�lters in Fig. 2.5 and Fig. 2.6 are also mounted on these circuit boards. The electrical

inputs for the electrode stack are carried from the hat down to the pinbases by micro-
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coaxial cables and constantan wires. The micro-coax lines have SMA connectors that

screw directly onto the board. The constantan wires are jumpered over to standard

copper wires at several �termites� located above the pinbases, and the copper wires

plug into the circuit board.

The pump-out procedure for the Penning trap vacuum space involves pumping on

both sides of the 1 mm positron hole, from above through the positron access valve,

and on the Penning trap side through a copper �pinch-o�� tube. The trap is roughed

out slowly using a sorption pump so as not to shock the fragile titanium vacuum foil.

Several torr of dry nitrogen gas are introduced to the trap and pumped away, and

this cycle is repeated a few times to purge helium from the trap. The trap is then

pumped down to the 10−6 Torr range. When the desired pressure is reached, the

trap vacuum is sealed by closing the positron access valve on top of the apparatus

and by pinching shut the copper tube on the Penning trap side. The Penning trap is

later cooled to cryogenic temperatures. As it is cooled, any residual gas in the trap

is cryo-pumped onto the cold surfaces within the trap. To boost the cryo-pumping

capacity of this trap, charcoal was placed inside the vacuum space, both above and

below the cold positron tube.
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Particle Manipulations and

Measurements

3.1 Particle Transfer

3.1.1 Adiabatic Transfer

The simplest and most common method of transporting particles inside the trap

involves moving the particles one electrode at a time by shifting the minimum of

the axial con�ning potential onto a neighboring electrode. The voltages typically

used for this are depicted in Fig. 3.1. The particles begin in a 100 V well in a single

electrode (solid curve). A 110V potential is applied to the neighboring electrode,

shifting the particles along with the axial potential minimum into the neighboring

electrode (dashed curve). The potential on the original electrode is then set to zero

and the con�ning potential on the new electrode is reduced to 100V (dotted curve).

63
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Figure 3.1: The potentials used to adiabatically transfer particles.

This process can be repeated as many times as necessary to move the particles to the

desired trap location. We commonly refer to this technique as �adiabatic transfer�

because the voltages are changed over time scales that are much longer than the

≈ 1 µs axial bounce time of the particles, in order to minimize the heating of their

axial motion. The slow voltage changes are assured by the RC = 1 ms time constant

of low-pass �lters between the voltage supplies and the electrodes.

We can use our e�cient detection of antiproton annihilations as a diagnostic of

particle con�nement within our electrodes. Under most circumstances, we are able

to detect no antiproton loss during adiabatic transfer. However, if an electrode is

misaligned, damaged, or has a poor or noisy electrical connection, particles will be

lost as they pass through it. We can rapidly identify �lossy� electrodes to be avoided

or repaired by adiabatically transferring antiprotons through the trap and e�ciently

detecting antiproton annihilations in real time. We are sensitive to as few as 20
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Figure 3.2: (a) Particles are transferred from a launching well to a catch-
ing well by matching the duration of a rapidly-applied voltage pulse (dashed
curve) in both locations to the particle transit time. (b) The energy distri-
bution of the particles launched from the well can be measured by varying
the height of a barrier.

antiproton annihilations per second with a signal-to-background ratio of one. We

take care to ensure that particles are not con�ned directly between two electrodes

during adiabatic transfer, because we have found that this leads to more-rapid radial

expansion of the con�ned plasma, and corresponding particle losses.

3.1.2 Pulse Transfer

We can also transfer particles between locations in the trap by launching and

catching them using rapidly-applied voltage pulses. An example of the launching and

catching potentials that can be used is depicted in Fig. 3.2a. Particles are launched

out of their initial well by a rapidly-applied voltage pulse. An identical voltage pulse
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Figure 3.3: Electronics used to apply fast voltage pulses to the trap elec-
trodes.

changes the catching well potential into a slope that slows the particles as they reach

that location. Particles are captured in the catching well by timing the duration of

this voltage pulse so that the sloped potential is transformed back into a con�ning

potential just as the particles arrive.

The fast voltage pulses are applied to the trap electrodes using the circuit depicted

in (Fig. 3.3). An Avtech Electrosystems AV-144B1 saturated switch is used, which

is speci�ed to output a 20 V pulse into a 50 W load with a characteristic rise and

fall time of 2.5 ns, which is roughly ten times faster than the typical axial oscillation

frequency for positrons and electrons. The timing and duration of the pulse is con-

trolled using a Stanford Research DG535 pulse generator. The pulse is transmitted

into a 50 W stainless-steel micro-coax cable (Microstock UT-20-SS) that spans the

2.0 m distance between the room temperature and 4 K sections of the trap, and is 50

W terminated at the electrical feed-through into the trap vacuum. The rapid voltage

pulse is capacitively coupled to the electrode so that it adds to the DC bias potential

during short timescales. The saturated switch typically outputs a 24 V pulse that is

divided down to 12 V at the electrode by the 50 W terminator.
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The pulse transfer method outlined above has some potential advantages over

adiabatic transfer. The transfer process is much more rapid, set by the time-of-�ight

of the particles. The particles can rapidly pass through lossy electrodes or electrodes

containing other particles to reach parts of the trap that would otherwise be inacces-

sible using adiabatic transfer. Pulse transferring also allows us to separate particles

or ions with the same charge but di�ering masses that are initially mixed together.

Charges of di�ering mass have di�ering accelerations in an electric �eld, enabling us

to separate electrons from antiprotons or positrons from ionized background gas by

controlling the pulse timing.

A disadvantage of pulse transferring over adiabatic transferring is that it requires

precise timing, which must be optimized experimentally for each given launching

and catching well structure and separation distance. Even in the fully-optimized

case however, the potentially large spatial and velocity distribution of the launched

particles can lead to poor transfer e�ciencies. Furthermore, the axial motion of the

particles could potentially be heated by the rapidly-applied voltages. Nonetheless,

pulse transferring can be used to transport small particle plasmas (less than 1 million

particles) with nearly 100% e�ciency [65].

E�ciently transferring larger plasmas is considerably more challenging however

[65]. Larger plasmas launched during a single pulse have a larger axial energy distri-

bution, so that not all of the particles are in the catching electrode at the same time.

This is due to space charge e�ects. The electric �eld from the voltage pulse accel-

erates particles near the outside of the plasma �rst, while the plasma space charge

screens out the �eld near the center of the plasma, causing a time lag between when
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di�erent particles can leave the well. Furthermore, the repelling space charge forces

inside the plasma will cause it to spread out axially while in �ight. These e�ects

can be combatted to some extent by pulsing large plasmas out of a well in smaller

bunches using a series of short pulses [65]. Alternately, it may be possible to capture

particles more e�ciently in a longer catching well by applying the catching pulse to

multiple electrodes simultaneously.

Some preliminary experiments were performed in A-TRAP to determine if we

could use pulse-transferring to separate positrons from ionized background gas that

might be trapped in the same well, because these ions could cause positron heating

that would suppress antihydrogen production. In principle, these ions could also

be driven out by applying a low-frequency noise drive to the electrode that would

be resonant with the ion's axial frequency, but such an approach would probably

not be very e�ective for large plasmas due to space-charge screening. Because the

positron plasmas in A-TRAP typically number in the tens of millions, we must use

relatively large con�ning potentials to counteract the repulsive space charge of the

plasma. Although the precise number of particles that can be con�ned with a given

potential is dependent upon the electrode and plasma geometries, we typically �nd

that we con�ne at most 4 million positrons per volt of axial well depth. Using larger

potentials gives more stable particle con�nement however, so we typically use several

tens of volts to con�ne our positron plasmas, whereas in the past, a 2 V deep well

was su�cient to con�ne the smaller number of positrons available, and a 6 V pulse

was used to pulse-transfer them [65]. For us to pulse-transfer our positrons, we must

either use larger voltage pulses or else use a series of small voltage pulses to transfer
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Figure 3.4: The fraction of 7 million pulse-launched electrons that (a) have
su�cient energy to pass a given barrier potential, or (b) have passed a given
distance before a barrier is applied at the given delay time. The curves drawn
in �gure (b) are directly derived from the �t curve in �gure (a), demonstrating
the agreement of the velocity and time distributions.

the particles.

We can determine the transit time and axial energy distribution of a pulse-

launched plasma by using a barrier potential, as depicted in Fig. 3.2b. We can measure

the energy distribution of the pulsed particles by varying the height of the barrier

and measuring how many of the particles are able to pass the barrier and be counted

as they strike the degrader. Our method of counting the charged particles will be

discussed in the next section (Section 3.2.1). For 7 million electrons launched using

a 12 V pulse, the resulting electron energy distribution can be derived from Fig. 3.4a.
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Figure 3.5: The potentials used to pulse separate positrons from ions.
Positrons are transferred between two wells (solid curve) by a rapidly-applied
voltage pulse (dashed curve). Multiple pulses can be used to extract the
positrons from the launching well if the caught positrons are transferred to
a storage well (dotted curve) between each pulse sequence.

The energy of the electrons vary over a voltage range that is comparable to both

the pulse voltage and the voltage initially con�ning the plasma. Electrons on either

end of this energy range would take between 10 and 20 ns to pass through a single

radius-length electrode. By making the barrier large enough to re�ect all of the parti-

cles, we can determine the time that the particles take to pass the barrier position by

removing the barrier with a voltage pulse of a given duration after the particles are

launched, and measuring the number of particles that are able to pass the barrier and

be counted on the degrader as a function of pulse duration. The results of this exper-

iment are depicted in Fig. 3.4b for two di�erent barrier locations. The particle-transit

times predicted from Fig. 3.4a are in good agreement with the temporal distribution

of the electron pulse in Fig. 3.4b.

Because we can only capture particle in the catching well within a narrow time
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Figure 3.6: The e�ciency of pulse-transferring 8 million electrons between
two wells separated by 7 cm.

window, it is clear from Fig. 3.4b that the pulse-transfer e�ciency falls o� rapidly

with distance. The ideal pulse-transfer potentials for separating positrons from ions

places the launching and catching wells as close together as possible, as in Fig. 3.5.

Inverted potentials were used to test the transfer e�ciency with electrons. The max-

imum e�ciency of transferring 8 million electrons with a single 12 V pulse was about

80%, as depicted in Fig. 3.6. Larger plasmas required deeper con�ning potentials,

but could be transferred using multiple 12 V pulses by adiabatically transferring the

caught electrons to a storage well (dotted curve in Fig. 3.5) and gradually lowering the

launching well depth between each pulse. As many as 50 million electrons were trans-

ferred this way with e�ciencies around 80%, and no indication that larger numbers

could not be pulse-transferred similarly. Previous experiments suggest that pulse-

transferring a million or less positrons using lower voltage pulses could likely be done

in A-TRAP with greater e�ciency [65], but this was not studied because we intend to
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use much larger numbers of positrons in all future experiments. There are still many

possibilities for optimizing the e�ciency of pulse-transferring large positron plasmas,

but time constraints prevented further investigations.

3.2 Particle Counting

There are several di�erent methods used to determine the number of particles

con�ned within the Penning trap. The method that will be discussed �rst in this

section is ejecting the particles from inside the trap onto a Faraday cup electrode,

and measuring the charge deposited on that electrode (Section 3.2.1). This method is

accurate as long as the particles being counted do not in turn cause secondary charged

particles to be emitted from the electrode, since those secondary particles would be

included in the net charge deposited. For electrons, the emission of collisionally-

excited secondary electrons is suppressed by applying voltages that strongly attract

the electrons toward the Faraday cup. For positrons, the situation is somewhat more

complicated, but the emission of secondary particles can nonetheless be suppressed

with an appropriate choice of voltages (see discussion at the end of Section 3.2.1). We

also attempted to measure the charge of several hundreds of thousands of antiprotons

using this method, but the generation of secondary particles during the antiproton an-

nihilation process is not understood well enough to make this an accurate calibration

of the antiproton number at this time. As such, a discussion of these measurements

will be delayed until Section 3.2.3, at which point they can be compared with our

annihilation counting method.

The number of antiprotons in the trap is determined by detecting the charged
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particles created when an antiproton annihilates after being released from the trap

(Section 3.2.2). The number of annihilation signals detected can be converted into the

number of antiprotons released from the trap if we know the annihilation detection

e�ciency. Presently, we rely upon Monte Carlo simulations to estimate our detection

e�ciency. Our ability to detect positron annihilations will also be brie�y discussed in

Section 3.2.2. Following that, the annihilation detection and charge counting methods

will be compared for both positrons and antiprotons in Section 3.2.3. Finally, a

nondestructive method of counting particles through rf detection of oscillating image

charges will be discussed in Section 3.2.4, although this method can only accurately

count particle plasmas numbering 5 million or less.

3.2.1 Destructive Charge Counting

The primary method of determining the number of electrons or positrons in the

trap is to pulse the particles onto a faraday cup and measure the net charge deposited.

This is a �destructive� counting method because the particles that are being counted

are lost from the trap. To determine the number of particles in the trap at a given

time, we typically count the number of particles loaded using destructive charge

counting and then load an identical particle plasma using the same loading procedure.

Alternately, we can calibrate the linear relationship between the number of particles

loaded and the number of particle pulses accumulated before loading the desired

number. We therefore rely upon the high reproducibility (usually within 2%) and

linearity of our electron and positron loading techniques. Since we lose any particles

that are counted, this counting method is only practical because our particle loading
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Figure 3.7: Schematic diagrams of the electronics used to measure (a) cur-
rents and (b) charges of particles striking an electrode [66].

rates are much faster than in previous experiments.

The electronics used to measure current or charge due to particles striking a

Faraday-cup electrode is schematically depicted in Fig. 3.7. Currents can be measured

using a (FEMTO DLPCA-200) current ampli�er, which has a gain of 109 V/A and a

3 dB bandwidth of 1.2 kHz (Fig. 3.7a). This device is most useful for measuring the

intensity of continuous beams of particles. The charge of particles con�ned within

the trap is more sensitively measured using a charge-sensitive ampli�er, by rapidly

pulsing the particles onto the electrode (Fig. 3.7b) [66]. It should be noted that the

ampli�ers actually measure the net change in charge on the electrode, including the

ejection of secondary electrons caused by the incoming energetic particles. We bias

our Faraday-cup electrodes to electrically suppress the escape of secondary electrons,

so that the charge counted only re�ects the number of particles pulsed onto the

Faraday cup. The charge-sensitive ampli�er is basically an operational ampli�er with
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Figure 3.8: The voltage signal from a charge-sensitive ampli�er caused by 28
million electrons pulsed onto the degrader.

a feedback capacitor Cf ∼ 1 pF. The output voltage of the ampli�er is related to

the input charge by Vout = q/Cf , and the charge stored by the feedback capacitor is

drained away by a 300 MΩ resistor with a time constant of approximately 300 µs to

reset the ampli�er for subsequent charge pulses.

The input charge at the ampli�er is somewhat smaller than the charge collected

on the electrode due to the capacitance of the coaxial cable and blocking capacitor

before the ampli�er (Fig. 3.7b). To account for this e�ect, we de�ne the e�ective

capacitance of the ampli�er as:

Ceff = Cf

(
1 +

Ccab
Cblk

)
(3.1)

where Cf ∼ 1 pF is the feedback capacitance, Cblk ∼ 1000 pF is the blocking capaci-

tance, and Ccab is the capacitance of the cable joining the electrode and the ampli�er.

The value of Ceff is determined experimentally by applying calibrated charges to the

cable input and measuring the voltage response on the oscilloscope. The ampli�er
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Figure 3.9: The potentials used for counting the charges of (a) electrons or
(b) positrons that are pulsed onto the degrader.

output voltage is divided by two at the oscilloscope due to the input termination.

The voltage on the oscilloscope is then given by:

V = − N q

2 Ceff
(3.2)

where N is the number of particles and q is the charge of a particle. In this way, the

charge striking the electrode can be measured accurately and used to determine the

number of particles that were pulsed onto the electrode. The voltage signal from the

charge-sensitive ampli�er due to 28 million electrons is depicted in Fig. 3.8.

Particles in the Penning trap are pulsed out of their con�ning well using fast

voltage pulses like those described in the previous section, and the faraday cup is

typically the degrader, a beryllium foil at the end of the Penning trap (Fig. 3.9). The

magnetic bias �eld lines are parallel to the trap central axis, and therefore direct the
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particles from anywhere inside of the Penning trap onto the degrader. The potentials

typically used to pulse the electrons or positrons onto the degrader are depicted in

Fig. 3.9. Although we can pulse the particles onto the degrader using a single, large-

voltage pulse, particle numbers exceeding roughly 50 million saturate our ampli�er.

As such, to count large numbers of particles, we typically use a sequence of small

pulses that each eject a small fraction of the particles out of the con�ning well. If

the con�ning potential is less than the repulsive space-charge potential of the plasma,

particles will leak out until the potentials are in equilibrium. Using this principle, a

fast-voltage pulse (dashed curve in Fig. 3.9) reduces the con�ning potential and allows

some of the particles to escape to the degrader. The static con�ning potential is then

reduced by a small increment, a second pulse is applied, and the process is repeated

until no particles remain in the well (dotted curve). The total number of particles is

simply the sum of the particles counted from each voltage pulse. A typical example

of the number of electrons incrementally released as a function of the con�ning well

voltage is provided in Fig. 3.10 for 185 million con�ned electrons.

There are some di�erences between the potentials used for charge counting elec-

trons and positrons in Fig. 3.9. For electrons, the barrier on one side of the con�ning

well is reduced to release the electrons. For positrons, the con�ning potential has a

larger barrier to one side, and the overall depth of the well is reduced to release parti-

cles in the opposite direction. Although either of these methods yield identical results

in the lower electrode stack, implementing the electron-counting type of potential in

the upper electrode stack resulted in an inaccurately small particle counts. This was

likely due to the fact that potentials applied to the shorter, radius-length electrodes
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Figure 3.10: An example of incremental charge counting for 185 million elec-
trons. The number of electrons released onto the degrader by a short voltage
pulse is indicated as a function of the con�ning well voltage, which is incre-
mentally decreased from 80 V to -2 V, as illustrated in Fig. 3.9a.

used in the upper stack signi�cantly a�ect the potentials in neighboring electrodes

as well, whereas this is not a major problem in the lower stack. Using the potential

structures in Fig. 3.9 yielded consistent particle counts in both the upper and lower

stacks.

For both electrons and positrons, the potentials directly in front of the degrader in

Fig. 3.9 are meant to suppress the emission of secondary electrons, which would lead

to inaccurate particle counting. Electrons released onto the degrader in Fig. 3.9a gain

100 eV of kinetic energy as they are accelerated by the potential ramp leading toward

the degrader. Collisions between these energetic electrons and other electrons near

the surface of the degrader will cause some electrons to be kicked o� of the degrader.

These secondary electrons will have energies that are less than 100 eV however, so

they will be pulled back onto the degrader by the same potential that accelerated the
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initial electrons. Consequently, only the electrons that are initially released from the

trap will contribute to the total charge deposited on the degrader.

For positrons, a number of factors may potentially contribute to inaccurate charge

counting. The positrons in Fig. 3.9b are initially accelerated toward the degrader, but

then lose most of that energy in climbing the secondary-electron suppressing potential

immediately in front of the degrader. As was the case with electrons, collisions

between the positrons and electrons near the surface of the degrader can cause the

emission of secondary electrons. The positrons arrive at the degrader with roughly

10 eV of energy or less however, so we expect that collisionally-excited secondary

electrons will have less energy than this, and will be easily suppressed by the potential

directly in front of the degrader. Another possibility is that some of the positrons may

scatter back out of the degrader or be moderated by the degrader and emitted with an

energy close to the negative work function for a positron in beryllium (' −0.5 eV) [67],

although it seems unlikely that the degrader would moderate positrons very e�ciently.

In any case, any positrons that may be emitted from the degrader would be re�ected

back onto the degrader after reaching the potential barrier to the left in Fig. 3.9b. We

must also consider the electrons emitted as a result of positron-electron annihilations

inside the degrader. The annihilation will produce back-to-back 511 keV photons,

and these can in turn cause energetic electrons to be emitted via Compton scattering

or photoemission. A previous study suggested that these processes contribute to less

than 1% of the secondary electrons emitted however [68].

A more concerning possibility arises if a positron annihilates with a core electron

of a beryllium atom. This will result in the emission of an Auger electron as an
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outer electron in the atom �lls the core vacancy [68]. These Auger electrons have

energies that peak at around 100 eV for beryllium, but the distribution also extends

to lower energies as a result of the direction of the emitted electron and energy at-

tenuation within the material [69, 70]. In retrospect, the potentials typically used

to count positrons (Fig. 3.9b) may not have been su�cient to suppress the most en-

ergetic Auger electrons emitted. However, preliminary measurements suggest that

the positron charge measurements were probably accurate nonetheless. If we apply

voltages to encourage the emission of secondary electrons rather than suppress them,

then we count 25% more positive charge deposited on the degrader as a result of

secondary electron emission. These electrons are easily suppressed by a moderate

voltage however, and there was no observed variation in the positive charge collected

on the degrader as the magnitude of the electron-suppressing axial voltage was varied

between 40 and 80 V. Although this voltage would not be su�cient to suppress the

most energetic Auger electrons, we would have expected to see a variation in the

charge measured due to the suppression of lower-energy Auger electrons if a signi�-

cant number of Auger electrons were produced. We therefore believe that our positron

counting method is accurate. An independent measurement of the positron and elec-

tron numbers using rf detection (Section 3.2.4) may be used to cross-calibrate the

two charge measurements in the near future as further veri�cation of their accuracy.

3.2.2 Annihilation Detection

When antiprotons escape the trap and come in contact with the trap walls, the

resulting annihilations can be detected with high e�ciency. Antiproton-proton anni-
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hilations have many possible decay channels, but the average product of an annihila-

tion is three charged pions and two neutral pions [71]. The high-energy charged pions

are detected as they pass through sets of scintillating detectors, where the energy

deposited in the detectors produces a light signal that is converted into an electrical

signal, which is then counted electronically. The annihilation signals are monitored

continuously, and can therefore be used to detect real-time loss of antiprotons from

the trap. The detector background rate due to cosmic rays and electrical noise sets

a lower limit on the number of antiproton annihilations that can be counted in real

time to a few tens of antiproton annihilations per seconds. Just a few antiprotons can

be reliably detected however by ejecting the antiprotons from the trap over a time

scale that is short in comparison to the detector background rate and detecting just

the annihilation signals that are registered during the ejection time window. This re-

sults in an e�ectively background-free, high-e�ciency method of detecting just a few

antiprotons, which is an extremely important tool in the detection of antihydrogen

formation [15].

The antiproton annihilation detectors are depicted in Fig. 3.11. They were built by

members of the ATRAP collaboration from Forschungszentrum Jülich. The detectors

consist of four layers of plastic scintillating �bers in the �ber ring located between

the Io�e-Penning trap and the bore of the superconducting solenoid, and two layers

of plastic scintillating paddles on the exterior of the solenoid. The two inner �ber

layers are each composed of 224 straight, 3.8 mm diameter �bers. The two outer

�ber layers are composed of 168 helically-wound, 3.8 mm diameter �bers. In both

cases, the �bers are tightly packed so that the �bers in the second layer sit in the gaps
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Figure 3.11: Scintillating �bers and paddles used to detect antiproton anni-
hilations.

between the �bers in the �rst layer. The light signal from the �bers are guided into a

number of 16-channel photomultipliers (Hamamatsu H6568) that surround the lower

perimeter of the solenoid bore. Each �ber has its own corresponding photomultiplier

channel. The outer scintillating paddles are arranged in an octagon pattern around

the exterior of the solenoid. The outer of the two layers is composed of 8 large

paddles, while the inner layer is composed of 16 paddles, two for each large paddle.

The paddle layers are closely spaced, so that the vast majority of particle trajectories

that pass through an inner paddle must also pass through the matching outer paddle.

Coincidence of these two layers can therefore be used to reduce background counts
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Io�e center degrader

�bers 0.82 0.18

paddles 0.58 0.43

�ber-paddle overlap 0.58 0.03

Table 3.1: The solid angle acceptance of the detectors for a single particle
originating at the indicated annihilation position [1].

due to noise. The light from the paddles are guided through plexiglass light guides

into photomultipliers (Hamamatsu R2238) surrounding the upper perimeter of the

solenoid. All of the photomultipliers are mounted within three-layer iron enclosures

that screen out some of the magnetic �eld of the solenoid.

When the Io�e trap is not installed around the Penning trap, two additional

�ber rings can be inserted inside of the �ber ring in Fig. 3.11 to allow for greater

detection e�ciency, better background discrimination, and some annihilation position

resolution capabilities [1]. The inner of these two rings is also composed of two layers

of straight �bers and two layers of helical �bers, while the outer one is composed of

two straight �ber layers. When the Io�e trap is installed however, there is not enough

space for these additional �ber layers, so we operated in the con�guration depicted

in Fig. 3.11 most of the time.

Annihilation Detection E�ciency

The e�ciency of the detectors depend upon where the antiprotons annihilate, due

to the solid angle subtended by the detectors for charged pion trajectories originating

from the annihilation location. Because low-energy antiproton trajectories follow

magnetic �eld lines, when we intentionally eject antiprotons from the trap, they leave
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Io�e center degrader

�ber multiplicity ≥1 0.55

�ber multiplicity ≥2 0.92 0.50

paddle 0.80 0.75

�ber-paddle coincidence 0.77 0.40

Table 3.2: Monte Carlo simulation predictions for the probability that a
single antiproton annihilation at the indicated location in a 1 T �eld will be
registered on the indicated detector or coincidence of detectors [1].

the trap along the central axis and annihilate on the degrader. Antiprotons are

always counted using this well-established annihilation location. When the Io�e trap

is energized however, there will be signi�cant radial loss within the center of the Io�e

trap due to antihydrogen production or radial antiproton transport along �eld lines.

The fraction of the total solid angle subtended by the detectors for a single particle

originating at either of these locations is given in Table 3.1 [1].

The overall detector e�ciencies depend upon many factors, including the number

of charged particles generated by the annihilation, their trajectories, generation of

secondary particles, and energy loss within the detectors and in surrounding materi-

als. A full calculation of the detector e�ciencies was calculated using Monte Carlo

simulations by ATRAP collaboration members from Jülich [1]. The simulations were

done using the GEANT4 simulation tool-kit. The CHIPS event generator was chosen

to simulate the particles produced by the annihilation of low-energy antiprotons on

either gold or beryllium nuclei because its predictions were in reasonable agreement

with existing experimental data. The objects surrounding the trap and detectors

were approximated by models with realistic geometries and materials to account for

energy attenuation and secondary particle generation. The calculated detector e�-
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ciencies that resulted from these simulations are summarized in Table 3.2.

In reality, the signal from each of the detector photomultiplier is converted into a

electronic logic signal if the photomultiplier output voltage exceeds a critical threshold

voltage. These voltages are read out at 25 MHz, divided into 40 ns time bins. During

each time bin, the signals from some channels are summed together and coincidences

between various channels are also registered. In practice, not all of this data is

recorded unless we explicitly want to look at a particular small region in time. Rather,

these summed and coincidence detector counts are typically summed up into larger

time bins that can be stored.

For the purposes of the following discussion, it is important to brie�y de�ne some

of the various summation and coincidence logic operations that are recorded, which

we commonly refer to as the di�erent �detector channels�. A ��ber single� count is

registered if there is a detection signal from at least one of the �bers. A ��ber double�

count is registered if there is a signal from at least one of the straight �bers and at

least one of the helical �bers in the �ber ring. A �paddle� count is registered if there

is a signal from at least one of the large outer scintillating paddle in coincidence with

a signal from one of the two smaller paddles from the inner layer that overlap it. This

coincidence requirement between the outer and inner paddle layers within a 40 ns

interval reduces background counts due to noise. We generally use the term �trigger�

to refer to coincidence signals from the paddle and �ber detectors. A �trigger type 1�

count is registered if the conditions for the ��ber double� and �paddle� counts are both

satis�ed within the 40 ns window. A �trigger type 2� count is registered if the ��ber

double� condition is satis�ed and a paddle multiplicity of at least two is measured
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Io�e center degrader background (Hz) S/N degrader (Hz)

�ber single 1.9 1.32 450-900 340-680

�ber double 0.45 30 70

paddle 0.80 0.75 350-450 470-600

trigger type 1 0.49 0.25 12 50

trigger type 2 0.21 0.11 3 30

Table 3.3: Absolute detector channel e�ciencies, derived from the relative
detector e�ciencies and the assumption that the paddle detector e�ciencies
are equal to the derived Monte Carlo values. Also listed are the typical back-
ground count rates for each detector channel, and the antiproton annihilation
rate that is required to equal the background noise rate (labeled S/N).

during the same 40 ns window. Having a paddle multiplicity of at least two means

that there are signals from at least two of the large outer paddles in coincidence

with each other, and for each of them, in coincidence with one of their corresponding

smaller paddles.

The maximum count rate of each of these detector channels is one every 40 ns.

As such, in order to avoid saturating our detectors, we always release our antiprotons

from the trap slowly enough so that there is a small probability that two antiprotons

will annihilate within the same 40 ns time window.

We can determine the relative detection e�ciencies of these various detector chan-

nels by slowly releasing antiprotons from the trap and measuring the annihilations

counted above background for each channel. In order to determine the overall ef-

�ciency of the detectors however, we presently rely upon Monte Carlo calculations.

We plan to calibrate our detector e�ciencies in the near future with an independent

measurement of the number of antiprotons being released from the trap. It was ini-

tially hoped that this calibration could be done using the charge measurement method
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discussed in Section 3.2.1, but the secondary particles generated by antiproton an-

nihilations make it challenging to extract a reliable number of antiprotons from the

charge measurements (Section 3.2.3). Until reliable experimental calibrations can be

made, we assume that the Monte Carlo calculation of the �paddle� detector e�ciency

is approximately correct, since this detector is the simplest and most easily modeled

of our detector channels. The resulting absolute detector e�ciencies, based upon

this assumption and the measured relative detection e�ciencies between channels,

are given in Table 3.3. The relative detector e�ciencies for antiproton annihilations

within the Io�e trap were measured by energizing the quadrupole Io�e trap with

antiprotons held in the center and then allowing the antiprotons to be guided out

radially along �eld lines to collide with the electrode walls. We believe that the

excessively-high �ber detection e�ciency is due to over-counting, although the cause

of this over-counting has not yet been identi�ed.

The detector channel background rates are also given in Table 3.3. Despite their

lower detection e�ciency, the coincidence detection channels are better for counting

antiprotons over long timescales because they have a higher signal to noise ratio, and

very steady background count rates over long periods of time. For the �trigger type

2� channel for example, an antiproton loss rate of just 20-30 per second would give a

signal-to-background ratio of one.

Positron Annihilation Detection

Positron annihilations are detected with low e�ciency by the scintillating �bers,

but not by the scintillating paddles. We can therefore distinguish between positron
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Figure 3.12: Demonstration that the detection �bers are sensitive to positron
annihilations, but the paddle detectors are not. The black curve is one tenth
of the �ber counts registered, and the gray curve is the trigger counts regis-
tered. The dashed lines indicates the �ber background count rate.

and antiproton losses, as demonstrated in Fig. 3.12, which depicts both the ��ber sin-

gle� and �trigger type 2� detector channels while �rst positrons and then antiprotons

are spilled out of the trap and annihilate. The large background of the ��ber single�

channel and the poor detection e�ciency do not make the �bers an ideal positron

detector, but it is nonetheless useful when large numbers of positrons are being lost

from the trap, for example when antihydrogen is being formed in the Io�e trap.

3.2.3 Comparing Annihilation and Charge Counts

Because we can also measure the charge of positrons, we can use this independent

measurement of the positron number to calibrate the positron annihilation detection

e�ciency of our ��ber single� detection channel. The results are depicted in Fig. 3.13,

for both positron annihilations on the degrader and for radial loss along �eld lines
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Figure 3.13: Positron detection e�ciency calibration curve using direct com-
parison between �ber detector counts and positron charge measurements.
This calibration was performed both for positrons annihilating on the de-
grader and for radial positron loss within the energized Io�e trap.

within the energized Io�e trap. In both cases, the positrons were released slowly

enough to not saturate the detectors. Both counting mechanisms are destructive. We

therefore loaded multiple positron plasmas and alternately counted their charge or

spilled them out slowly, and relied upon the reproducibility of the loading procedure to

determine the positron number in the later case. Surprisingly, the detection e�ciency

for positron annihilations on the degrader and inside the Io�e trap are nearly identical,

despite the larger solid angle factor for annihilations in the Io�e trap. Perhaps the

large amount of metal surrounding the Io�e trap attenuates the 511 keV γ-rays

produced by the positron annihilation su�ciently to cancel the solid angle e�ect. It

should be noted that the positron detection e�ciency may change somewhat over

time, since the ��ber single� detection channel is very sensitive to the photomultiplier
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Figure 3.14: Comparison of detector channel counts with the net charge
detected as antiprotons are pulsed onto the degrader.

bias voltages, detection thresholds, magnetic �eld, and other factors that change over

time. The detector background rate has varied by as much as a factor of two during

beam runs.

Using a similar method, we also compared the net charge collected when an-

tiprotons are pulsed onto the degrader with the corresponding number of antiprotons

derived from the calculated detection e�ciencies in Section 3.2.2. The results are de-

picted in Fig. 3.14. Although the net charge detected on the degrader has the correct

sign, it is not solely due to the deposited antiproton charges.

Antiproton capture and annihilation within a material is a complicated process

that produces many energetic particles. This process has been studied theoretically

[72] and experimentally [73, 74, 75] for a number of di�erent materials. As low-energy

antiprotons are slowed in a material, they are eventually captured in orbit around

an atom. They then cascade down to lower energy levels by emitting X-rays and
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Auger electrons, until they annihilate near the surface of the nucleus. The 1.9 GeV

of energy that is released by the annihilation is converted primarily into pions and

short lived mesons that in turn decay into pions. An average of 5 pions, including

3 charged pions, are produced with an average kinetic energy of 230 MeV. Some of

these pions pass into the nucleus and are either scattered or absorbed, depositing

energy. The resulting intra-nuclear cascade causes the emission of high-energy pions,

protons, deuterons, tritons, and even some He nuclei. The Be nuclei may also undergo

fragmentation. Further nucleons then evaporate o� of the resulting heated nuclei.

Many of these particles immediately leave the degrader, while others may be absorbed

in the degrader or in nearby electrodes and produce secondary particles.

In order to determine the total charge deposited in the degrader, the charge of the

particles leaving the degrader must be subtracted from the charge of the incoming

antiprotons. We normally applied a voltage to the degrader that would suppress the

emission of negative particles with up to 1 keV of energy, and there was no change

in the charged measured when the voltage was reduced to 500 V, but we would

expect that many of the particles emitted from the degrader would have much larger

energies. Our measurements in Fig. 3.14 suggest that the total charge deposited on

the degrader is approximately twice the charge of the antiprotons. The antiproton

annihilation process within the degrader is not understood well enough for this to be

a reliable method of determining the number of antiprotons released from the trap

however. If it were, this would be a good method of calibrating our annihilation

detectors.

Although the antiproton charge measurements can not be used to count antipro-
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Figure 3.15: The relative detection e�ciency of the �ber and paddle detectors
at 1 T and 2 T.

tons, they can be used to compare the relative sizes of di�erent collections of antipro-

tons. This technique was used to measure the relative e�ciencies of our detectors

at two di�erent values of the magnetic �eld in the superconducting solenoid. As the

magnetic �eld is changed, it can dramatically a�ect the operation of the �ber de-

tector photomultipliers, which are close enough to the solenoid coils to experience a

large fringing �eld. As shown in Fig. 3.15, the �ber detector e�ciency deteriorates

signi�cantly as the magnetic �eld is increased. The paddle detector e�ciency is much

less sensitive to the �eld, primarily because the paddle photomultipliers are designed

to operate in a larger magnetic �eld, and also because they are slightly further away

from the solenoid coils.

3.2.4 Nondestructive RF Detection

Particles can be counted nondestructively through rf detection of the oscillating

image charges induced on an electrode by the center-of-mass motion of the particles.
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Previous ATRAP experiments in the �rst experimental zone at CERN relied heavily

upon this method for counting electrons and positrons, largely because the positron

accumulation rate was very slow and we could not a�ord to use destructive counting

methods at the time. This counting method had the serious limitation that it could

not accurately count more than about 5 million particles. Although we are able

to use nondestructive rf detection in the new A-TRAP apparatus, the substantial

increases in particle loading rates and the total number of particles typically used has

made destructive counting methods highly advantageous, such that it is now almost

exclusively used for counting particles. I shall nonetheless give a brief overview of

nondestructive rf detection here. A more-complete review of the subject can be found

in Ref.[66].

The particles being counted are con�ned in a potential generated in a three-

electrode structure composed of a central �ring� electrode and a �compensation� elec-

trode on either side. The geometry and relative voltages of the electrodes are opti-

mized to minimize anharmonicities in the con�ning potential Table 2.2 [66, 57]. This

establishes a well-de�ned center-of-mass frequency for the con�ned particles, although

large plasmas may still sample anharmonic regions of the potential.

The axial, center-of mass oscillations of the con�ned particles produce oscillat-

ing image charges on the neighboring compensation electrode. The induced voltage

on the compensation electrode in turn acts as a damping force back on the parti-

cle motion [76, 77]. When the resulting axial equation of motion of the particles is

written in terms of the induced voltages and currents on the compensation electrode,

the individual terms in the equation behave like inductive, resistive, and capacitive
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Figure 3.16: (a) The schematic of the electronic circuit used for nondestruc-
tive counting of particles [66]. The ampli�er signal (b) without particles and
(c) with 1 million positrons.

elements. The e�ect of the particle motion on the voltage of the compensation elec-

trode is therefore equivalent to that of a LRC circuit with values lp, rp, and cp that

are dependent upon the particle number, and with a resonant frequency equal to the

particle axial frequency ωz.

The motion of the particles are coupled to an external LC circuit connected to

the compensation electrode, which in turn is connected to a cryogenic ampli�er that

sends the signal to a spectrum analyzer, as depicted in Fig. 3.16a. In Fig. 3.16a, Ctrap

is the natural capacitance of the trap electrode and rcoil is the parasitic resistance

of the inductive coil. When there are no particles in the trap, Johnson thermal
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noise in rcoil drives the circuit and produces a resonant curve like that in Fig. 3.16b.

When particles are in the trap, if we tune the particle axial frequency by adjusting

the con�ning potential until ωz ≈ ωLC = 1/
√
LcoilCtrap, then the e�ective particle

LRC circuit shorts out the coupled circuit at frequencies near ωLC . The resulting

power spectrum looks like a dip separating two peaks, as in Fig. 3.16c. The distance

between the two peaks is proportional to
√
N , and can therefore be used to determine

the particle number.

As particle numbers increase, the axial motion of the particles can be damped

through coupling to the cyclotron motion or to plasma modes [78], and anharmonic-

ity in the con�ning potential at large radii can alter the axial frequency, causing

problems with nondestructive rf counting of large plasmas. The axial damping alters

the
√
N dependence of the peak spacing, and the peaks can actually start getting

closer together as the particle number continues to increase, as we observed experi-

mentally [66]. This set the maximum number of particles that could be accurately

counted in this way at around 5 million in previous experiments. Consequently, this

technique was not used very extensively in the A-TRAP apparatus.

3.3 Particle Cooling

3.3.1 Radiative Cooling

Accelerating charged particles emit radiation, with the radiated power given by

the Larmor formula [79]:

PL =
e2

6πε0c3

∣∣∣~̈r∣∣∣2 (3.3)
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γ−1 e+ p

Magnetron 1.5× 1018 s 1.5× 1018 s

Axial 2.2× 106 s 7.3× 1012 s

Cyclotron 2.6 s 1.6× 1010 s

Table 3.4: Radiative damping time constants for particles in the Penning
trap, assuming a 100 V con�ning potential in a radius-length electrode and
a 1 T magnetic �eld.

Because a particle in a Penning trap is accelerated during its cyclotron, magnetron,

and axial motion, the energy of each of these motions is damped by radiation [55].

For each of these motions, we can predict a corresponding damping time constant γ

given by:

dE

dt
= −PL = −γE (3.4)

For the cyclotron motion, we can use the relations ~̈r = ω2
cρc and Ec = 1

2
mω2

cρ
2
c , to

show that

γc =
e2ω2

c

3πε0mc3
(3.5)

which is the cooling rate due to cyclotron radiation. For the axial motion, we can use

the relations Ez = 1
2
mω2

zz
2
max and z̈ = −ω2

zzmax sin(ωzt) to �nd the average damping

constant:

γz =
e2ω2

z

6πε0mc3
(3.6)

For the magnetron motion, we use the magnetron energy in Eq. 2.8c and ~̈r = ω2
mρm

to �nd that the magnetron energy exponentially decreases with the time constant:

γm =
e2

3πε0mc3
ω4
m(

1
2
ω2
z − ω2

m

) (3.7)

Typical values of these time constants are given in Table 3.4. Present cyclotron damp-

ing time constants are approximately 25 times longer than in all previous ATRAP
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experiments, due to the fact that we now operate at a reduced magnetic �eld of 1 T

in order to maximize our Io�e trap depth.

Only the electron or positron cyclotron motion is radiatively damped on a su�-

ciently short timescale to be relevant for our experiments. For dense plasmas however,

collisions between particles will exchange energy between the axial and cyclotron mo-

tion. The axial damping rate is therefore set by the rate at which collisions transfer

axial energy into cyclotron energy, which is in turn rapidly radiated away.

The rate at which the axial and radial velocity components thermalize via collisions

within an electron plasma in a magnetic �eld was calculated by Glinsky et al. [80].

In this model, the thermalization rate is given by:

Γ = nv̄b̄2I(k̄) (3.8)

where n is the electron or positron density, v̄ =
√

2kBT/m is the thermal spread for

the relative velocity distribution, b̄ = 2e/(4πε0kBT ) is twice the classical distance of

closest approach, and k̄ = ωcb̄/v̄ = (b̄/ρc)/
√

2 is a dimensionless term that depends

upon the magnetic �eld strength. The dependence of this calculated thermalization

rate on magnetic �eld is given by the function [80]:

I(k̄) ' exp

(
−5(3πk̄)2/5

6

)[
1.83

k̄7/15
+

20.9

k̄11/15
+

0.347

k̄13/15
+

87.8

k̄
+

6.68

k̄17/15

]
(3.9)

In a strong magnetic �eld, the thermalization rate is exponentially small because

the total cyclotron action (J =
∑

jmv
2
⊥j/2ωc) is an adiabatic invariant when the

collision duration is much longer than the cyclotron period (when k̄ = ωcb̄/v̄ � 1).

It is therefore worth noting that although the cyclotron cooling rate decreases as the

magnetic �eld is decreased, the rate at which axial energy is converted into cyclotron
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energy actually increases. The theoretical predictions from Eq. 3.8 and Eq. 3.9 are in

good agreement with experimental measurements for 10−6 ≤ k̄ ≤ 102 [80].

Using the positron plasma parameters relevant for the antihydrogen production

experiments discussed in Chapter 7, n = 4 × 107 cm−3, T = 4.2 K, and B = 1 T,

we �nd k̄ = 124, and the calculated thermalization time constant is Γ−1 = 33 ms.

This suggests that our plasmas should be in very good thermal equilibrium with the

4.2 K trap, assuming that we allow su�cient time for cyclotron cooling. If we were to

increase the magnetic �eld to 5 T, as was used in many previous ATRAP experiments,

then k̄ = 620 and Eq. 3.9 predicts that the time constant would be dramatically

increased to 12 hours. Using such a calculation, some have suggested that the axial

energy of our particles in previous experiments at 5 T should not have been in thermal

equilibrium with the trap temperature [81]. However, it seems tenuous to assume that

the form of Eq. 3.9 will continue to be accurate at such large values k̄, without further

experimental evidence. Previous experimental observations within our group using

B = 5 T suggest that energy is collisionally transferred between axial and cyclotron

motion much more rapidly than indicated by Eq. 3.9, and that the axial motion should

have been in thermal equilibrium for previous experiments as well [82].

Antiprotons do not cool via cyclotron radiation over timescales that would be

relevant for our experiments. Consequently, both the antiproton cyclotron and axial

motions are sympathetically cooled via collisions inside of an electron plasma. The

axial motion of particles can also be damped by coupling to a cold external resistor,

as discussed in Section 3.2.4, but this tends to be a slow process [83].
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3.3.2 Sideband Cooling

The magnetron radius of a particle increases as energy is lost from the magnetron

motion. Fortunately, the magnetron energy has a very long time constant for radiative

decay, as indicated in Table 3.4. To decrease the magnetron radius of particles, we

must actively add energy to the magnetron motion. The relatively low magnetron

frequency makes direct coupling to the motion by external �elds very weak. We can

however excite the axial and magnetron motions simultaneously by applying a drive

at frequency νz + νm, a technique commonly referred to as �sideband cooling� [55].

In a quantum mechanical picture, the applied drive frequency excites the axial and

magnetron motion both by one energy level, and the axial energy then returns to its

original level via spontaneous emission, causing only a net increase to the magnetron

energy. In practice, the axial energy of the particles is typically damped by coupling

the axial motion to an external resistor, as discussed in Section 3.2.4. The particles

are stored in an electrode geometry with a very harmonic potential so that the axial

frequency is well de�ned, and the sideband cooling drive is applied to a half-split

electrode to meet the necessary symmetry requirement.

This technique is very e�ective for small numbers of particles, but becomes much

less e�ective for dense plasmas, where the space charge screens external �elds and the

appropriate drive frequencies are not well de�ned. Because our typical electron and

positron plasmas number in the tens of millions, sideband cooling was not extensively

used in recent experiments. For dense plasmas like these, a more e�ective method

for radially compressing the plasmas is to increase the plasma rotation frequency

using a rotating wall potential [84]. A rotating wall potential can be applied to a
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four-split electrode in either of two locations within the A-TRAP Penning trap, and

the required electronic equipment has been set up for this process. There has been

insu�cient time to systematically develop this technique in our Penning traps thus

far, but there are plans to do so in the near future.



Chapter 4

Particle Loading

4.1 Electrons

Electrons perform several critical functions in our experiments. Within the large

magnetic �eld inside our Penning traps, they rapidly lose energy via cyclotron ra-

diation and equilibrate with the cryogenic environment. This makes them ideal for

collisionally-cooling more energetic charged particles, and they are key to both the

antiproton and positron loading processes. Because electrons have the same mass and

equal magnitude but opposite sign charge as positrons, they can be used to replicate

processes involving positrons by simply reversing the sign of the con�ning electric po-

tentials used in the two cases. Large numbers of electrons can be loaded more quickly

and easily than positrons, so they are frequently used to test the stability of electron

plasmas in various electrostatic �eld con�gurations and as diagnostics for our various

plasma measurement and manipulation techniques before positrons are employed.

We capture electrons that are liberated from a photocathode via the photoelec-

101
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tric e�ect using intense UV laser pulses, a technique that was recently developed by

ATRAP and demonstrated for the �rst time in a cryogenic Penning trap [23]. It was

�rst used in a completely sealed vacuum enclosure cooled to 4K, and is therefore

compatible with the extreme high-vacuum conditions that are desirable for long-

term antimatter con�nement. This technique allows us to load electrons much more

rapidly and to accumulate larger numbers of electrons than was possible using previ-

ous electron-loading methods.

4.1.1 Previous Methods for Loading Electrons

In earlier ATRAP experiments, we used a beam of electrons that tunneled out of

a sharp �eld emission point (FEP) kept at 4K and biased to approximately -700V.

This produced about a 10 nA (∼ 6× 1010 e−/ s) beam that was constrained to move

along the magnetic �eld line from the tip of the FEP. The electrons emitted were too

energetic to trap directly, but were able to liberate cryo-pumped gas on the trap wall

where the beam struck. A static potential well was applied in the trap, and electrons

colliding with the liberated gas in the well volume could either lose enough energy

in the collision to be captured or ionize the gas, freeing electrons with an energy

low enough that they are captured. Collisions between the electron beam and the

electrons already captured could then further accelerate the loading process.

The FEP loading procedure produced very energetic electron plasmas that then

took a long time to cool and center in the trap, and it was di�cult to reliably and

reproducible load more than 10 million electrons this way. Furthermore, the electron

beam would collisionally heat any other particles already in the trap, ions generated
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by the loading process could be captured with the particles, and the FEP loading

e�ciency decreased over time as all gas was gradually desorbed from surface that

the electron beam struck. Another possible technique for loading electrons into a

cryogenic Penning trap, thermionic emission of electrons from a hot �lament, can

cause a signi�cant heat load on the trap and also causes the release of atoms and

molecules that can be ionized and captured with the particles in the trap. The new

photoemission loading technique avoids the pitfalls inherent in these methods.

4.1.2 Electrons Loaded from Photoemission

The apparatus used for loading electrons via photoemission is depicted in Fig. 4.1.

A KrF excimer laser produces 248 nm light pulses with up to 18 mJ of energy and

2 MW peak power with a maximum repetition rate of 250 Hz. This light is directed

through a lens and vacuum window into the room-temperature vacuum space above

the Penning trap, where it is re�ected by a 45° mirror to a vertical path aligned

with the trap electrode stack 2 m below. Positrons pass along this same path to the

trap from the positron accumulator, so the mirror can be retracted under remote-

control when electrons are not being loaded to allow positrons to pass. It can then

be repositioned with su�cient reproducibility to allow laser pulses to be sent down to

the trap without optics realignment. In the cryogenic region of the apparatus directly

above the electrode stack, the position of a 6" con�at �ange with welded bellows on

either side can be adjusted using a movable stage controlled from the outside of the

apparatus (Section 2.3.6). This �ange has a number of di�erent windows on it, and

by changing the position of the stage, either the photoemission assembly in Fig. 4.1
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Figure 4.1: The apparatus for loading photoelectrons into the A-Trap Pen-
ning trap using excimer laser pulses.

or a small hole to allow positron access can be aligned with the central axis of the

electrode stack (Fig. 2.21). Electrons were initially loaded using the photoemission

assembly with the cryogenic vacuum space of the Penning trap completely sealed

(without a hole for positrons), but at later dates the hole was typically left on-axis

to allow either laser light or positrons to pass though it without moving the position

of the �ange.

When the photoemission assembly was on axis, the laser light was directed through

a vacuum window onto a 6 mm diameter sapphire window with a 15 nm thick gold

�lm evaporated onto it. The gold layer served as the photocathode from which the
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electrons were emitted via the photoelectric e�ect. Gold was chosen despite its rel-

atively low quantum e�ciency because its photoemission is robust and reproducible

even after being exposed to air, and because its 4.7 eV work function is less than

the 5.0 eV energy of the photons from the excimer laser.

When the positron hole was on axis, light passed through the electrode stack to

the degrader, a beryllium foil primarily used for slowing antiprotons, but that served

also as the photocathode in this application. Although the positron hole was only 1

mm in diameter and 1.3 cm long, it was possible to pass su�cient light through it to

produce large numbers of photoelectrons.

There were gold-plated faraday cups positioned around the top perimeter of both

the photoemission assembly and the positron hole that allowed us to measure the

charge of electrons emitted from the faraday cups if stray laser light hit them (Fig. 4.8).

Along with measuring the charge emitted from the photocathode itself, this allowed

us to determine the position of the laser beam 2 m within the cryogenic apparatus

and to adjust the path of the beam from outside the apparatus onto either the center

of the gold-plated window or through the positron hole.

The potentials used for loading electrons into the lower portion of the electrode

stack are depicted in Fig. 4.2a for electrons emitted from the gold-coated window

above the electrode stack, or alternately in Fig. 4.2b for electrons emitted from the

degrader by incident light passing through the 1 mm hole. In either case, electrons are

emitted during a narrow time window set by the duration of the laser pulse (about

10 ns), and with a narrow energy distribution of only a few eV. As the electrons

approach the con�ning well, a potential barrier is brie�y removed as they pass by
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Figure 4.2: The potentials typically used to load electrons (a) from the pho-
toemission assembly or (b) from the degrader. (c) The electrons are counted
by sequentially pulsing them onto the degrader and measuring their charge.

using a voltage pulse from a saturated switch (dotted curves in Fig. 4.2a,b). This

barrier is restored before they have time to re�ect o� of the potential behind the

con�ning well and return in the opposite direction, trapping those electrons that

have less energy than the barrier height. The delay between the laser pulse and the

time when the barrier is restored is optimized to maximize the number of trapped

electrons. Collisions between trapped electrons convert their axial energy to cyclotron
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energy, which is lost via cyclotron radiation (Section 3.3.1), allowing the electrons to

axially cool to the bottom of the con�ning well. Subsequent laser pulses can then be

used to load more electrons in the same fashion while keeping those electrons already

in the well. The electron-loading e�ciency decreases as the magnetic �eld is reduced

due to the increased cyclotron cooling time required. The 0.1 s time constant for

cyclotron cooling at 5 T is reduced to 2.6 s at 1 T. Consequently, the laser repetition

rate had to be reduced to 1 Hz to give optimal electron loading at this �eld, since

faster repetition rates did not allow su�cient time for the con�ned electrons to cool

before more energetic electrons were added.

The number of electrons that can be accumulated is ultimately limited by the

depth of the con�ning well. The electrons will continue to �ll the well until the

potential of their space charge equals the axial con�ning potential, after which point

any addition electrons will spill out axially. Our typical procedure for counting large

numbers of particles takes advantage of this principle, and is depicted in Fig. 4.2c.

The barrier separating the well from the ramp to the degrader is brie�y reduced by

a voltage pulse (dotted curve) to allow electrons near the top of the potential well to

escape to the degrader, where their charge is counted (Section 3.2.1). The depth of

the well is then decreased and the process is repeated in small increments until no

electrons remain (dashed curve). This process allows us to determine the potential

energy distribution of electrons in the well (Fig. 4.3), and the sum of the counts gives

us the original number of electrons.

Up to 100 million photoelectrons are emitted during each laser pulse, and more

than 10 million of these can be captured in the Penning trap. The speci�c number of
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Figure 4.3: Electrons released as their con�ning well depth is incrementally
decreased, showing the potential energy distribution of electrons loaded from
various numbers of laser pulses.

electrons emitted is dependent upon the electric �eld at the surface of the photocath-

ode, as depicted in Fig. 4.4a. At low electric �elds, the space charge of photoelectrons

near the surface of the cathode inhibit the emission of further electrons. By increasing

the electric �eld that accelerates the electrons away, we rapidly overcome this e�ect

and operate in a regime where the number of electrons emitted is roughly linear with

the applied �eld. This is due to the Schottky e�ect, whereby the applied �eld op-

poses the potential con�ning the electron in the metal, e�ectively lowering the work

function [85]. The 5.0 eV photons from the laser were consequently able to easily

liberate electrons from the degrader with a su�ciently large �eld, even though the

natural work function of beryllium is 5 eV.

Although the photocathodes can be independently biased to a given voltage, the

majority of the electric �eld at the photocathode surface is generated by applying
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Figure 4.4: (a) Room temperature measurements demonstrate that more
electrons are emitted as the bias accelerating them away from the gold pho-
tocathode is increased. (b)The number of emitted electrons that have more
energy than a given blocking potential for various accelerating biases, and
(c) the derivative of the curves indicate their energy distribution.

a large positive voltage to the ring electrode closest to it. For the photoemission

assembly, this is the �HV electrode� in Fig. 4.1. Although electrons accelerate as

they enter the electrode, they decelerate by the same amount as they leave it. By

measuring the potential required to block electrons exiting the photocathode, we were

able to determine the typical energy distribution of the photoelectrons, and found that

more low-energy electrons are emitted by biasing the ring electrode to a large voltage

(Fig. 4.4b,c).

The number of electrons con�ned in the Penning trap is linear with the number

of laser pulses used, and up to 1 billion electrons have been loaded in this fashion

(Fig. 4.5a). The particular loading e�ciency depends upon the laser intensity and

alignment however, both of which can vary over time. In order to obtain a well-de�ned
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Figure 4.5: The number of electrons loaded is (a) linear with the number
of laser pulses used, and (b) a lower linear loading rate that is insensitive
to variations in laser intensity and alignment is achievable by lowering the
electron con�ning potential to spill electrons above a certain number.

number of electrons that is independent of these �uctuations, an excessive number of

electrons can be loaded and then reduced to a well-de�ned number by lowering the

con�ning potential to a pre-calibrated value to spill out the extra electrons (Fig. 4.5b).

As such, the electron loading procedure is very robust and reproducible.

4.2 Positrons

In order to form antihydrogen, we must accumulate large numbers of positrons.

Positrons are readily emitted from some radioactive sources, and the large kinetic

energy of the emitted positrons can be reduced by passing them through a thin mod-

erator. The resulting positrons emerging from the moderator typically have a few

eV of energy, characterized by the negative positron work function of the moder-

ator material [67], but an additional energy-loss mechanism is required to con�ne
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positrons inside a Penning trap. Positrons are presently trapped within a Penning

trap geometry after losing energy through collisions with a bu�er gas [86]. This is

the �rst application of this method within the ATRAP collaboration, and it required

the construction and testing of both an external positron accumulator and a positron

guide for linking the accumulator to the cryogenic Penning trap, which will be the

focus of this section.

4.2.1 Previous Method of Loading Positrons

Positrons were accumulated in previous ATRAP experiments by �eld ionizing

strongly-magnetized Rydberg positronium in a static electric con�ning potential [9,

65]. The positronium was produced as a result of moderating positrons in a 2 µm

thick tungsten crystal in a strong magnetic �eld. This method had the substantial

advantage that positrons could be loaded through a 10 µm thick titanium window

into a completely sealed vacuum enclosure, and it was therefore compatible with the

lowest vacuum levels achievable by cooling such a vacuum enclosure to cryogenic

temperatures [62]. Because no substantial external apparatus was required, it was

also the �rst method that allowed the accumulation of substantial numbers of cold,

trapped positrons. This method had several serious disadvantages however. The

formation of Rydberg positronium was critically dependent upon an absorbed gas

layer on the tungsten moderator, which was not well understood, and which also could

be removed through various processes within the trap. The positron accumulation

rate grew quadratically with magnetic �eld, making accumulation at low magnetic

�elds di�cult. Most importantly, the positron accumulation rate was approximately
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7 e+/ s·mCi [65], dependent upon the radioactive source strength, roughly a thousand

times lower than the best loading rates reported using bu�er-gas accumulators [10].

Our goal of producing antihydrogen within a Penning-Io�e trap required being

able rapidly load large numbers of positrons on a regular basis, and was therefore

not compatible with the relatively-low loading rate of the Rydberg positronium ion-

ization method. The best available alternative, bu�er-gas accumulation of positrons,

presented the associated challenge of isolating the relatively low vacuum of the accu-

mulator from the extremely low vacuum of the cryogenic Penning trap while main-

taining a path for positrons to be transported between the two. Introducing even

small amounts of background gas into the Penning trap would greatly decrease the

antiproton con�nement times in the trap due to annihilations with background gas.

As will be discussed, this potential problem was e�ectively avoided by separating the

vacuum spaces by large distances and with a cryogenic pumping restriction.

4.2.2 Bu�er Gas Positron Accumulation and Transfer

The positron accumulation and transfer system was designed, constructed, and

tested by members of the ATRAP collaboration from York University. The design

of the positron accumulator was based upon a previous design by Surko et al. [86].

This section will brie�y describe the operation of our accumulator. A more thorough

description of the apparatus can be found in [87].

The positron accumulator and transfer system are depicted in Fig. 4.6. The exper-

imental zone at CERN that contains the superconducting solenoid and the A-TRAP

Penning trap was not large enough to contain the positron accumulator as well. As
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Figure 4.6: The positron accumulation and transfer system.

such, another experimental zone was established to contain the positron accumulator,

and the two zones were linked by a 7 m long positron guide to deliver the positrons

into the Penning trap.

A 22Na radioactive source is used to produce positrons during 90% of its radioac-

tive decays. This isotope has a half life of 2.6 years, and strength of our source was

roughly 40 mCi at the time of these experiments. The source is sealed in a tita-

nium capsule, which is mounted inside a vacuum chamber that is surrounded by lead

blocks to attenuate the radiation to safe background levels outside of the enclosure.

Positrons emerge from the thin titanium window on the front of the source capsule,

and a fraction of these have their kinetic energy reduced to roughly 15 eV after mod-

eration within a solid neon moderator that is frozen onto a surface near the source

window using a cryocooler. A solid neon moderator was chosen because of its high

positron moderation e�ciency [88, 89]. The moderated positrons are then guided

from the source enclosure into the positron accumulator by the magnetic �eld of a

solenoid wound on the vacuum tube connecting the two.

The positron accumulator is depicted in Fig. 4.7. The accumulator has a cylindri-
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Figure 4.7: The bu�er-gas pressures and electric potentials used to trap
positrons in the positron accumulator.

cal Penning trap design, and is surrounded by a water-cooled solenoid that generates

a 0.14 T �eld. The electrodes have incrementing diameters that also serve to regu-

late di�erential pumping across the accumulator length and establish three sections

with di�ering pressure. Nitrogen bu�er gas is introduced in the high-pressure section

indicated, and is di�erentially pumped away by cryopumps on either side of the accu-

mulator. Positrons from the source enter the accumulator from the left after passing

a small voltage barrier. The pressure in the accumulator is regulated to optimize the

probability that positrons entering the accumulator will lose kinetic energy through a

collision with nitrogen gas during a single pass through the trap and will therefore be

captured in the long well spanning all three sections of the accumulator. Additional

collisions with background gas channel the positrons into deeper parts of the con�n-
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ing well until they are concentrated in the low-pressure section of the accumulator.

Increasing the gas pressure beyond the minimum required level would be detrimental

because it would lead to larger rates of positron annihilation and radial expansion of

the con�ned positron plasma. Radial expansion of the positron plasma is suppressed

by applying a rotating-wall potential to the split �rotating-wall electrode� indicated.

In this way, 26 million positrons are typically accumulated during each 50 s accu-

mulation cycle. At the end of each accumulation cycle, the positrons are launched

down the positron guide toward the A-TRAP apparatus in a single bunch using a

rapidly-applied voltage pulse.

The positron guide consists of a 7 m long vacuum pipe surrounded by solenoid

windings and trim magnets. In addition to the magnetic �eld along the central axis

of the pipe generated by the solenoid, 95 trim coils along the positron guide are inde-

pendently controlled to cancel external magnetic �elds within the building. Positrons

will follow the magnetic �eld lines within the vacuum tube, and if these �eld lines

intersect the walls of the tube, the positrons will annihilate. The annihilation signal

is monitored as a function of time after the positrons are launched out of the accu-

mulator, and the time delay of any annihilation signal can be used to determine the

corresponding location of the annihilations. The trim coils can then be adjusted to

redirect the �eld line until positrons reach the end of the guide. Because external

�elds within the building change as a function of time during the antiproton decel-

eration cycle, the positron transfer pulse has to be synchronized with the antiproton

deceleration cycle for successful transfer.

The positron guide is sloped upward slightly to avoid the large fringing �eld of the
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Figure 4.8: The positron-admitting aperture into the cryogenic Penning trap.

superconducting solenoid surrounding the A-TRAP apparatus, until the end of the

guide is reached. At the end of the positron guide, the positrons make an abrupt 105◦

change in direction and are guided by the fringing �eld lines from the superconducting

solenoid the rest of the way into the cryogenic Penning trap. An additional cryopump

is also located at this abrupt bend in order to reduce the pressure in this region of

the transfer line below the 10−9 Torr level.

Once the positrons are on a downward trajectory into the superconducting solenoid,

they transition into a 1 T magnetic �eld and are radially compressed. They have suf-

�cient kinetic energy to overcome magnetic bounce forces due to the magnetic �eld

gradient. The positrons pass through a set of vacuum bellows extending into the cryo-

genic region of the A-TRAP apparatus. Directly above the Penning trap electrode

stack, there is an aperture that is 1 mm in diameter and 1.3 cm long that allows the

positrons to enter into the Penning trap vacuum space (Fig. 4.8). The aperture is held



Chapter 4: Particle Loading 117

at a temperature of 4 K and is mounted on a vacuum �ange that can be translated

in both dimension of the horizontal plane using the XY translation stage described in

Section 2.3.6. Most background gas passing through the aperture will tend to stick

to the cold walls rather than bounce o� of them, and the dimensions of the aperture

are chosen to minimize line-of-sight paths for background gas into the Penning trap

vacuum. Additionally, charcoal is mounted to the 4 K vacuum �ange to maximize

the cryopumping capacity around the positron aperture. This minimizes the gas that

is transferred from the good vacuum in the positron transfer system into the excep-

tionally good vacuum of the Penning trap. We set an upper limit on the pressure

inside the cryogenic Penning trap of 3 × 10−16 Torr based upon antiproton lifetime

measurements, as discussed in Section 2.3.7. After the trap is initially evacuated and

cooled, gas slowly leaks into the cold trap however, and this pressure may get worse

with time.

The positrons can be steered through the aperture by measuring the charges

collected on four Faraday cup quadrants above the positron aperture, as well as the

charge of positrons passing through the aperture and striking the degrader below

the electrode stack. The positron trajectory can be changed by varying the positron

guide magnet currents, or the position of the aperture can be changed using the XY

translation stage. Of the 26 million positrons launched out of the accumulator, more

than 17 million typically reach the top of the positron aperture, and 10 million of

these pass through the aperture into the electrode stack. The pro�le of the positron

beam can be probed by measuring the positron charge collected on the degrader as a

function of the position of the 1 mm aperture, as depicted in Fig. 4.9. Based on this
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Figure 4.9: The number of positrons striking the degrader as a function of
the position of a 1 mm diameter aperture.

data, the positron aperture diameter was subsequently expanded to 1.5 mm to allow

greater positron transmission.

We measure that positrons arrive at the degrader approximately within a 500 ns

wide time window and with a 10 eV energy spread. The majority of the upper elec-

trode stack is utilized to capture these positrons in �ight, while the lower electrode

stack can be simultaneously utilized to load antiprotons. The potentials used for load-

ing positrons into the Penning trap are depicted in Fig. 4.10. To con�ne the positrons

in a single electrode, the axial kinetic energy of the positrons must be reduced by

many eV within the 50 s positron loading cycle time. We �nd experimentally that

the positrons cool much more rapidly and e�ciently if they are collisionally cooled

with electrons that are preloaded into the long positron catching well. We load

150 million electrons and transfer them into the nested well structure in Fig. 4.10.
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Figure 4.10: The potentials used for loading positrons into the Penning trap.
(a) A barrier potential is removed by a voltage pulse (dashed curve) to allow
the positrons to enter the trap, and (b) the positrons are trapped in the long
well until they lose energy though collisions with electrons and cool into the
side wells of a nested well structure.

Positrons are allowed to enter the electrode stack by brie�y lowering a blocking po-

tential at the entrance of the stack (Fig. 4.10a). The potential is restored before

the positrons can re�ect o� of the lower potential and exit the stack, trapping the

positrons. Axial energy is converted into cyclotron energy through collisions between

positrons and electrons, and this cyclotron energy is lost via cyclotron radiation. The

maximum rate at which electrons or positrons may come into thermal equilibrium

with the trap temperature is set by the 2.6 s time constant for cyclotron cooling at 1

T (Section 3.3.1). The resulting low-energy positrons are cooled into con�ning wells

on either side of electron plasma in a nested well structure (Fig. 4.10b).
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Figure 4.11: Positrons loaded into the Penning trap as a function of the
number of positron bunches stacked.

Multiple bunches of positrons can be loaded using a single electron plasma by

repeating the procedure outlined above. Once the desired number of positrons have

been loaded, the electron plasma can be spilled out of the trap and the collected

positrons can be uni�ed in a con�ning potential in a single electrode. The number

of positrons loaded is very linear with the number of positron bunches stacked, up to

about 200 million positrons (Fig. 4.11). Approximately 6 million positrons are loaded

per positron bunch from the accumulator, and as many as 360 million positrons have

been loaded into the trap. Two bunches of positrons are loaded into the trap for each

antiproton bunch that is loaded simultaneously.
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4.3 Antiprotons

In order to form cold antihydrogen atoms, it is necessary to accumulate large

numbers of cold antiprotons. We receive antiprotons from CERN with an initial

kinetic energy of 5.3 MeV and subsequently reduce their energy by 10 orders of

magnitude within a Penning trap until they are at equilibrium with the 4.2 K (0.345

meV) temperature of the trap. To do this, we utilize techniques initially developed by

the TRAP collaboration [90], the predecessor of ATRAP. This involves slowing the

antiprotons in matter [91], catching these slowed antiprotons within the Penning trap

[7], and then further cooling them to 4.2 K through collisions with electrons [8]. By

repeating this process for multiple bunches of antiprotons received from CERN, we are

able to accumulate on the order of a million cold antiprotons [92]. These techniques

have been used for antihydrogen experiments for a number of years [19], but this

section will focus on recent antiproton accumulation results in a new apparatus that

is compatible with magnetic trapping of antihydrogen atoms.

4.3.1 Antiproton Production and Delivery at CERN

Presently, the only source of low-energy antiprotons in the world is the Antiproton

Decelerator (AD) at CERN, near Geneva, Switzerland. The antiproton production

and deceleration process begins with the extraction of a bunch of roughly 1013 protons

with a momentum of 26 GeV/c from the Proton Synchrotron (PS) at CERN. These

protons are directed onto an iridium target, producing approximately 35 million an-

tiprotons at 3.5 GeV/c that are guided into the AD ring depicted in Fig. 4.12. In a

series of steps, the antiprotons are then decelerated to 100 MeV/c (kinetic energy of
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Figure 4.12: The Antiproton Decelerator storage ring at CERN.

5.3 MeV) over 100 seconds in the AD ring while employing �rst stochastic cooling

and then electron cooling to maintain a small momentum spread in the beam. This

typically results in a 200 ns duration bunch of 35 million antiprotons that can then be

ejected from the ring toward our experiment. By setting the currents in the magnets

leading up to our experiment, we can then direct the beam vertically up into either

of the superconducting solenoids in our two di�erent experimental zones, and steer

the beam into a Penning trap in either location.

4.3.2 Antiproton Steering and Energy Tuning

In order to load the antiprotons into a Penning trap, the antiproton beam must

be steered into the center of the trap electrodes. The beam trajectory is adjusted
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by changing the currents in the steering magnets along the beam pipe leading up

to our experiment, and the position of the beam with respect to the center of the

electrodes is monitored using a parallel plate avalanche counter (PPAC) [93, 94]. The

PPAC consists of two sets of anode-cathode pairs, each of which are biased to a 75 V

potential di�erence and separated by a 1 atm layer of slowly-�owing argon gas. The

cathodes are thin aluminum-coated mylar sheets and the anodes are similar sheets

where the aluminum layer has been divided into 5 strips that are 2 mm wide with

a 0.5 mm gap between each strip. The antiproton beam is initially on a horizontal

path from the AD ring, but is steered to a vertical trajectory to match the symmetry

axis of our trap. The PPAC is located below the electrode stack (Fig. 2.10), with the

anode-cathode sheets oriented in the x-y plane perpendicular to the beam trajectory

(Fig. 4.13). The aluminum strips on one anode sheet are oriented in the x direction,

along the original path of the beam from the AD ring, while the strips on the other

anode sheet are in the y direction. The aluminized-mylar and argon-gas layers are

su�ciently thin to allow the antiprotons through the PPAC with only a minimal loss

in their kinetic energy.

As the antiprotons pass through the PPAC, they are able to ionize the argon atoms

that they collide with, and the liberated electrons are accelerated toward the anode

strips by the applied electric potentials and are collected there. Under our typical

operating conditions, the PPAC operates in a linear rather than an avalanche mode,

and the number of electrons liberated in a certain region is simply proportional to the

number of antiprotons passing through that region. The electrons are constrained to

move along the vertical �eld lines of the superconducting solenoid. By measuring the
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Figure 4.13: The path of antiprotons before entering the trap.

charge collected on each of the 5 x-axis and 5 y-axis anode strips, we are therefore

able to determine the size and position of the antiproton beam for each bunch of

antiprotons received. We are typically able to steer and focus the beam well enough

to have nearly all of the antiprotons within a single 2 mm wide strip in both the x

and y-axis near the center of the trap.

The number of ions generated in the PPAC is proportional to the intensity of the

antiproton beam. Because of the small gaps between the anode strips however, not all

of the charge is collected, and the total signal is dependent upon the beam pro�le and

steering. As an alternate measure of the �uctuation in the intensity of the beam from

shot to shot, we use a plastic scintillator placed inside of the zone. As a large portion
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of the antiprotons annihilate upon entering the trap, some of the pions produced

strike the scintillator and produce light that is measured by a photomultiplier. The

integrated signal from the scintillator is proportional to the number of antiprotons in

the bunch.

In order to load the antiprotons from the AD into a Penning trap, the kinetic

energy of the incident antiprotons must also be reduced from 5.3 MeV down to just

a few keV, at which point they can be con�ned by electrostatic potentials applied to

the trap electrodes. The energy of the antiprotons is reduced through collisions with

matter as they pass through a series of thin plastic and metal foils and a number of

gas-�lled regions [91], as depicted in Fig. 4.13. The two critical deceleration stages

occur in a gas-�lled energy-tuning cell and the �nal beryllium foil, called the degrader.

Immediately after passing through the PPAC, the antiprotons pass through a

16 mm long cell that is �lled with a mixture of He and SF
6
gas at 1 atm. By changing

the ratio of the two gasses, the density of the gas in the cell can be altered dramat-

ically. This corresponds to a tunability in the energy lost by traversing antiprotons

of approximately 0.6 MeV between an entirely He-�lled or SF
6
-�lled cell. The vast

majority of the energy loss (approximately 3.6 MeV) occurs after this in the degrader,

a 130 µm thick beryllium foil that the antiprotons pass through immediately before

entering the trap. The optimal gas mixture for the energy tuning cell is empiri-

cally determined by measuring the antiproton trapping e�ciency, as demonstrated in

Fig. 4.14. If too much energy is lost before the antiprotons reach the degrader, they

will stop in the degrader and annihilate. If too little energy is lost before the degrader,

the antiprotons leaving the degrader will be moving too fast to be electrostatically
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Figure 4.14: Optimization of the SF6-He gas mixture in the energy-tuning
cell for antiproton loading in the A-TRAP Penning trap.

con�ned and will annihilate on the trap walls. Only the antiprotons that are slowed

to less than a few keV of axial energy upon leaving the degrader can be trapped.

If we compare that to the width of the antiproton energy distribution measured in

Fig. 4.14, it is clear that even in the optimal case, only a very small fraction of the

antiprotons from the AD will be slowed to within the appropriate energy range to be

trapped.

4.3.3 Antiproton Trapping

The typical antiproton trapping procedure is depicted in Fig. 4.15. Antiprotons

pass through the degrader at the bottom of the Penning trap (right side in the �gure).

The degrader is initially biased to 600 V to suppress the emission into the trap of

secondary electrons liberated from the degrader by the antiprotons. A -5 kV re�ecting
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Figure 4.15: The typical antiproton catching procedure, demonstrating the
potentials applied to the trap as (a) the antiprotons enter the trap through
the degrader and (b) are con�ned by the applied electrostatic potentials.

potential is applied to the high-voltage (HV) electrode. Antiprotons that leave the

degrader with an axial energy greater than 600 eV but less than 5.1 keV will enter the

trap and be re�ected back toward the degrader when they reach the HV electrode.

Before the antiprotons can return to the degrader and annihilate, we switch the

potential on the degrader to -5 kV in approximately 50 ns, con�ning the antiprotons

in the trap. The high-voltage switching apparatus is described in detail in Ref.[95].

We switch the potential on the degrader at a �xed delay after we receive a warning

signal from the AD that antiprotons have been ejected toward our experiment. We

measure the trapping e�ciency as a function of the delay time in order to optimize

this parameter (Fig. 4.16). If the potential is switched too early, the antiprotons will

be accelerated by the potential upon entering the trap and will have too much energy
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Figure 4.16: High voltage switch delay optimization for antiproton loading.

to be con�ned. If the potential is switched too late, the fast antiprotons re�ected

o� of the HV potential will strike the degrader and annihilate before the trapping

potential is applied.

At an arbitrary time later, we can then release the trapped antiprotons and count

them using the annihilation detectors by ramping the potential on the degrader back

up to 600 V in approximately 50 ms. By monitoring both the ramp voltage and

detected annihilations as a function of time and correlating the two, we can also

determine the axial energy distribution of the trapped antiprotons, as demonstrated

in Fig. 4.17.

Because the axial energy distribution of antiprotons slowed by the degrader is very

broad compared to the trappable energy range, one might naively expect to �nd that

the trapped antiprotons have a uniform axial energy distribution, and consequently

that the number of trapped antiprotons is simply linear with the trapping voltage

applied. In reality, we predominantly trap low-energy antiprotons and the number
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Figure 4.17: The axial energy distribution of a single bunch of antiprotons
trapped in the A-TRAP Penning trap at 1 T. Most of the antiprotons en-
tering the trap with more than 1 keV of axial energy are lost radially

of trapped antiprotons saturates at larger voltages. The voltage switching process is

adequately fast to trap higher-energy antiprotons, so it must be concluded that the

observed saturation e�ect is due to radial loss of the higher-energy antiprotons.

Radial con�nement of the antiprotons is provided by the large magnetic �eld along

the trap symmetry axis. As antiprotons leave the degrader, any velocity perpendicular

to the magnetic �eld will result in cyclotron motion. If Ec is the corresponding

cyclotron energy, the radius of the orbit is given by:

ρc =

√
2Ecm

qB0

(4.1)

The cyclotron diameter as a function of energy for several relevant magnetic �elds is

plotted in Fig. 4.18.

If this diameter is too large, the antiproton will collide with the trap electrodes

and annihilate. In the most simple model, for an antiproton starting in the center

of the degrader, this occurs when the cyclotron diameter exceeds the radius of the
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Figure 4.18: The antiproton cyclotron diameter as a function of radial en-
ergy for various magnetic �elds. The dashed lines indicate the radii of the
electrodes in the Penning traps used.

trap electrodes. In practice however, the spatial width of the beam, poor steering

of the beam, or a slight misalignment of the magnetic �eld with the trap axis can

all complicate this picture and can e�ectively reduce this cut-o� diameter. In any

case, the observed saturation in the antiproton trapping e�ciency occurs for axial

energies that are much less than the corresponding radial cut-o� energies, suggesting

that trapped antiprotons tend to have much more radial energy than axial energy.

More radially-energetic antiprotons can be captured by increasing either the mag-

netic �eld or electrode radius. Antiprotons were trapped in most previous ATRAP

experiments in a 5.2 T �eld using Penning trap electrodes with a 6 mm radius. In

order to magnetically con�ne antihydrogen atoms in a Io�e trap though, it is desir-

able to decrease the axial magnetic �eld in order to maximize the radial magnetic

trap depth (Eq. 2.13). Furthermore, it is not feasible in our present con�guration to
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Figure 4.19: Cross sections of the antiproton trapping regions in the (a)
Hbar, (b) X3, and (c) A-TRAP Penning traps. Trapped antiprotons are
con�ned within the region bounded by the internal diameter of the cylindrical
ring electrodes, and axially between the degrader and the high-voltage (HV)
electrode.

increase the magnetic �eld while antiprotons are loaded and then decrease the �eld for

antihydrogen trapping, because changing the �eld in the superconducting solenoids

requires too much time. Consequently, if the axial magnetic �eld is reduced, the trap

radius must also be increased in order to maintain the antiproton loading e�ciency.

It was therefore decided to increase the trap electrode radius by a factor of three (to

18 mm) in the new generation of Penning traps for antihydrogen trapping.

In order to study the e�ects of these changes, the antiproton-trapping e�ciency

was compared for various magnetic �elds within three di�erent trap con�gurations.

The �rst trap studied was the Hbar trap initially used for antihydrogen production
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Figure 4.20: Antiprotons loaded as a function of axial trapping voltage in
zone one. The data depicted compares the antiproton loading e�ciency for
several di�erent magnetic �eld values (a) into the X3 trap, and (b) into the
Hbar trap.

in the �rst experimental zone [66]. The electrodes in the Hbar trap had a radius of

6 mm. Next, the X3 (�times-three�) trap was used to study the e�ect of increasing

the trap radius to 18 mm in the same zone. The X3 trap was then brie�y transferred

to the second experimental zone before the A-TRAP apparatus was �nally installed

there. The antiproton trapping regions of these traps are displayed in Fig. 4.19.

A comparison of the Hbar and X3 trapping e�ciencies for various magnetic �elds

and trapping voltages is given in Fig. 4.20. Because the cyclotron radius is inversely

proportional to the magnetic �eld, it is expected that antiproton trapping in Hbar

at 5.2 T should be similar to trapping in the X3 trap at 1/3 the �eld (1.7 T). The

axial energy distribution of trapped antiprotons in Hbar at 5.2 T is very similar to
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Figure 4.21: Antiprotons loaded as a function of magnetic �eld into either
the X3 trap or Hbar trap in the zone one solenoid.

the energy distribution in the X3 trap at 1.5 T, but the number trapped is only

about 1/3 of that in Hbar for unknown reasons. As expected, the number of trapped

antiprotons in the X3 trap becomes more linear with the trapping voltage as the

magnetic �eld is increased.

The number of antiprotons trapped in the Hbar and X3 traps at maximum trap-

ping voltage was also measured as a function of magnetic �eld (Fig. 4.21). This data

demonstrates that the X3 trap is capable of trapping antiprotons at lower magnetic

�elds than Hbar. Even for the X3 trap though, the number of antiprotons trapped

e�ectively drops to zero at around 1 T.

The X3 trap was brie�y transferred to the solenoid in the second experimental

zone in order to compare the loading e�ciency in the two zones. Unfortunately, the

bias voltages applied to the photomultipliers for the particle detectors in that zone

were still being optimized, so it was not possible to discern the number of antiprotons
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Figure 4.22: Comparison of the antiproton loading e�ciency into the X3 trap
with a 3 T axial �eld (a) in zone one and (b) in zone two as a function of
axial trapping voltage.

being detected at that time. Nevertheless, it was possible to measure the axial energy

distribution of the trapped antiprotons, and those results were consistent with those

measured in the �rst zone at the same �eld (Fig. 4.22).

Similar data was acquired for the antiproton trapping e�ciency as a function of

trapping voltage and magnetic �eld in A-TRAP in the zone-two solenoid. The axial

energy pro�le measured was consistent with that seen for the X3 trap (Fig. 4.23).

However, roughly 10 times as many antiprotons are loaded into A-TRAP than into

the X3 trap at 3 T. It should be noted that the A-TRAP measurements were made

in the zone-two solenoid, while the X3 trap measurements were made in the zone-one

solenoid. The annihilation detectors used in zone one were carefully calibrated by the

TRAP collaboration by releasing a well-known number of antiprotons from a Penning
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Figure 4.23: Antiprotons loaded as a function of axial trapping voltage in
zone two into the A-TRAP Penning trap.

trap and measuring the detection e�ciency [96], whereas the detectors in zone two

are presently calibrated using Monte Carlo simulations of the detection e�ciency

(Section 3.2.2). Di�erences in the magnetic �elds created by the two solenoids or in

the accuracy of the two detector calibrations may contribute to the observed disparity

between the trapping e�ciencies in the two cases, but it is di�cult to account for a

factor of 10 from these possibilities alone. It remains unclear why there is such

a large di�erence between A-TRAP and the X3 trap. These di�erences are further

emphasized by the fact that we are able to continue loading antiprotons into A-TRAP

at lower magnetic �elds than was possible in either the Hbar or X3 traps (Fig. 4.24).

We �nd that approximately 7 times as many antiprotons are loaded into A-TRAP

at 3 T than at 1 T (Fig. 4.24). This factor is based upon the number of annihilations

counted using our paddle detectors, which are the annihilation detectors that are the

least sensitive to changes in magnetic �eld (Section 3.2.3). It was assumed in Fig. 4.23
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Figure 4.24: Antiprotons loaded as a function of magnetic �eld into A-TRAP
in the zone two solenoid.

and Fig. 4.24 that the detection e�ciency was the same at 3 T as it was at 1 T, while

in reality, the detection e�ciency should start to decrease slightly as the magnetic

�eld is increased. Consequently, the factor of 7 di�erence estimated for the antiproton

loading e�ciencies at 1 T and 3 T should be considered a lower bound.

4.3.4 Antiproton Cooling and Accumulation

After capturing the antiprotons in the Penning trap, we wish to reduce their

energy from several keV down to thermal equilibrium with the trap walls at 4.2 K

(0.345 meV), and con�ne them within a single electrode. To do this, we sympatheti-

cally cool the antiprotons via collisions with electrons. Electrons are able to lose their

energy via cyclotron radiation much more rapidly than antiprotons (Section 3.3.1) and

have the same charge as antiprotons, so that they are con�ned by the same potentials,

making them ideal for collisional cooling.
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Figure 4.25: The typical antiproton stacking procedure, depicting the po-
tentials applied to the trap as (a) the antiprotons enter the trap, (b) are
con�ned and collisionally cool into the same potential well as the loaded
electrons, (c) the electrons are expelled from the antiproton cloud by brie�y
removing the con�ning potential (dotted line), and (d) only a cold antiproton
cloud remains.

The procedure employed for trapping and cooling multiple bunches of antiprotons

from the AD is outlined in Fig. 4.25. The initial steps are similar to the antiproton

trapping procedure described previously, but a cloud of electrons is positioned on an

electrode within the antiproton con�ning region. Once the antiprotons are trapped,

they are able to lose energy via collisions on each pass through the electrons, which

in turn radiate the energy away via their excited cyclotron motion. The antiprotons

rapidly cool into the same electrode that the electrons occupy, and any remaining
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antiprotons that have not been cooled are released by ramping the degrader potential

back to a positive value after a set delay time in preparation for the next antiproton

bunch. Many bunches of antiprotons from the AD can be loaded in this fashion

using the same electron cloud. Once a su�cient number of antiprotons have been

accumulated, a 50 ns duration, 120 V pulse from a DEI HV1000 pulse generator

temporarily inverts the potential con�ning the electrons and the antiprotons. The

electrons are ejected to the degrader, but the pulse is su�ciently short that the

antiprotons remain con�ned and are only minimally disturbed [19].

The charge deposited on the degrader by the electrons is measured, and a second

pulse is used to con�rm that all of the electrons have been removed from the antiproton

cloud. If the electrons are not removed, we �nd that the antiprotons eventually

become unstable and are lost, while solitary antiprotons tend to remain stable for long

periods of time. The procedure initially employed to remove the electrons involved

sequentially applying lower-voltage pulses from a saturated switch and lowering the

depth of the potential well (similar to the procedure in Fig. 3.9a), but the large number

of pulses required for this procedure appeared to disturb the antiprotons to the point

where many were lost. Consequently, the �nal procedure adopted was to use a single

120 V pulse to eject the electrons.

As with the antiproton catching experiments described previously, tests of an-

tiproton loading into a 36 mm diameter trap were initially performed using the X3

trap in the �rst experimental zone. Several parameters a�ecting the e�ciency of

this electron-cooling process were studied: the number of cooling electrons used, the

con�ning voltage of the electrons, and the amount of time that the antiprotons are
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allowed to cool.

In past experiments using the Hbar trap, we typically used only a couple million

electrons to cool the antiprotons. Our studies with the X3 trap revealed that sig-

ni�cantly larger numbers of electrons are required to e�ciently cool antiprotons in

larger-volume traps, especially at lower magnetic �elds, as demonstrated by Fig. 4.26.

For small numbers of electrons, a signi�cant portion of the antiprotons are not cooled

by the electrons within 50 s, and are released and counted. The number of cooled

antiprotons appears to saturate for larger numbers of electrons. At high �elds, this

saturated value is slightly less than the number of antiprotons captured without elec-

trons, suggesting that some portion of the antiprotons initially captured are lost due

to collisions with the electrons. At lower �elds however, the number of cooled antipro-

tons actually exceeds the number captured without electrons, suggesting that initial

collisions within the electron cloud can actually assist in capturing a larger portion

of the incident antiprotons.

For a given number of cooling electrons, increasing the voltage used to con�ne

the electrons e�ectively increases the density of the electron plasma by squeezing

it in the axial direction. The e�ect of this choice of voltage upon the number of

antiprotons loaded was studied in the X3 trap for both multiple electron numbers

(Fig. 4.27), and at multiple magnetic �elds (Fig. 4.28). The results demonstrate that

the antiproton loading e�ciency initially increases with the voltage applied, followed

by a more gradual decrease in e�ciency as the voltage continues to increase. The

decrease in the number of antiprotons cooled does not correspond to an increase in

the number of hot antiprotons present, indicating that the antiprotons are actually
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Figure 4.26: The number of cold antiprotons (closed circles) and hot antipro-
tons (open circles) in the X3 trap 50 s after their initial capture using a 3 kV
trapping potential at (a) 5.2 T or a 5 kV potential at (b) 5.2 T, (c) 3.0 T, or
(d) 1.5 T for various numbers of cooling electrons. The dashed line in each
case indicates the number of hot antiprotons trapped without electrons.
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Figure 4.27: The number of cold antiprotons (closed circles) and hot antipro-
tons (open circles) as a function of electron con�ning potential in the X3 trap
at 5.2 T using a 3 kV trapping potential and the number of cooling electrons
indicated. The dashed lines indicate the number of hot antiprotons trapped
without electrons.
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Figure 4.28: The number of cold antiprotons (closed circles) and hot antipro-
tons (open circles) as a function of electron con�ning potential in the X3 trap
using a 5 kV trapping potential and 100 million electrons at (a) 5.2 T, (b) 3.0
T, and (c) 1.5 T. The dashed lines indicate the number of hot antiprotons
trapped without electrons.

lost from the trap for a non-optimal choice of voltage. The peak in the antiproton

loading e�ciency appears to become more pronounced for small numbers of cooling

electrons and low magnetic �elds.

The amount of time required to electron cool the captured antiprotons is another

important parameter, since we have to be ready to receive a new bunch of antiprotons

from the AD every 100 s. Measurements in the X3 trap revealed that the amount

of time required to cool the antiprotons into the same electrode as the electrons was
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Figure 4.29: The number of cold antiprotons (closed circles) and hot antipro-
tons (open circles) in the X3 trap as a function of time after the antiprotons
are con�ned using a 5 kV trapping potential and 100 million electrons at (a)
5.2 T, (b) 3.0 T, and (c) 1.5 T. The dashed lines indicate the number of hot
antiprotons trapped without electrons.

largely invariant with the magnetic �eld (Fig. 4.29), suggesting that this time constant

is mainly set by the frequency of collisions with the electrons rather than the cyclotron

cooling time of the electrons. The measured cooling time constant ranged from 4−8 s,

far shorter than the AD cycling time.

The number of antiprotons loaded into the X3 trap was linear with the number of

antiproton bunches captured, as demonstrated in Fig. 4.30. In one case, as many as

1.2 million antiprotons were loaded at 3 T in 100 consecutive bunches from the AD.
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Figure 4.30: Antiprotons loaded into the X3 trap per bunch from the AD.

The goal of the experiments just outlined was to better predict and understand

the e�ciency of loading antiprotons into the A-TRAP apparatus in the second exper-

imental zone, since the two traps have very similar geometries. As soon as A-TRAP

became functional, antiprotons were loaded into the trap under similar conditions.

Although some studies were brie�y performed at higher magnetic �elds, A-TRAP

was almost always used with a bias magnetic �eld of 1 T because this allowed for a

much larger magnetic trap depth from the Io�e trap. By contrast, the X3 trap had

e�ectively zero loading e�ciency at this �eld. Even in A-TRAP however, loading

antiprotons at this low of a �eld presented some substantial challenges.

As the magnetic �eld is lowered, the time required for the electrons to lose energy

and come into thermal equilibrium with the cold trap electrodes increases. The

electron's cyclotron energy is lost via cyclotron radiation with a time constant given
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by (Section 3.3.1):

τc =
3πε0m

3c3

e4B2
≈ 2.6T 2

B2
s (4.2)

while the axial energy is only reduced when collisions between electrons convert axial

energy to cyclotron energy, which can take substantially longer [97]. To compensate

for the increased cooling time required at 1 T, we allowed the electrons to cool for

5 to 10 minutes after loading them before we began loading antiprotons. During

this time, the electrons were kept in a 600 V deep potential in order to increase the

electron collision frequency. Although this procedure was not previously employed at

larger magnetic �elds, we found that it was essential at 1 T. If this procedure was not

followed, it often resulted in the antiprotons that were loaded into the electron cloud

becoming unstable and being lost from the trap within the �rst few antiproton bunches

from the AD. When this happened, the only solution was to allow the electrons to

cool for a longer period of time before starting to load antiprotons.

We empirically determined that using roughly 380 million cooling electrons in

a 100 V potential provided the most e�cient and stable antiproton loading at 1 T

in A-TRAP. With these settings, it was possible to consistently load 35,000 cooled

antiprotons per bunch, or about 0.1% of the antiprotons initially ejected from the AD.

By comparison, typically 27,000 antiprotons were trapped without electrons at this

�eld, so the cooling electrons gave a clear boost to the antiproton capture e�ciency.

Up to 0.6 million antiprotons were loaded at 1 T and 1.7 million at 2 T in A-

TRAP by stacking consecutive bunches from the AD, as demonstrated in Fig. 4.31.

The quoted numbers of antiprotons loaded into A-TRAP rely upon the accuracy

of Monte Carlo simulations used to determine the e�ciencies of our annihilation
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Figure 4.31: Antiprotons loaded into A-TRAP per bunch from the AD.

detectors (Section 3.2.2). More accurate calibrations of our detection e�ciencies are

planned for the near future.

4.3.5 Future Improvements to Antiproton Loading

A clear boost to the antiproton loading e�ciency can be gained by increasing the

magnetic bias �eld, but the �eld would then need to be reduced before antihydrogen-

trapping experiments were performed in order to allow for the largest Io�e trap depth

possible. A small superconducting solenoid directly around the antiproton catching

region of A-TRAP awaits installation. It should turn on and o� quickly in order to

temporarily increase the �eld in that region by several tesla as the antiprotons are

being loaded. It remains to be seen if the relative inhomogeneity of the �eld generated

by this small solenoid will cause problems with antiproton loading. Additionally,

initial experiments suggest that a signi�cant portion of the antiprotons loaded at the
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larger �eld may be lost as the �eld is reduced back to 1 T, and it may be necessary

to actively reduce the antiproton cloud radius in order to prevent this.

The number of captured antiprotons saturates for low axial trapping potentials

at 1 T, but if the magnetic �eld is increased, trapping potentials greater than 5 kV

could capture larger numbers of antiprotons. A high-voltage switch that can apply

larger potentials is currently in construction.

The number of electrons used to cool antiprotons was varied in the studies out-

lined here, but the shape and density of the electron plasma could only be varied

by changing the electron-con�ning potential. Better control and diagnostics of the

electron plasma in the future using a rotating wall, mode diagnostic, and imaging

techniques could potentially lead to improved and more reliable antiproton loading.

These techniques are currently in development.

Finally, the ine�ciency of capturing antiprotons largely derives from the fact that

we are only able to capture antiprotons within a small range of energies from a much

broader energy distribution. The energy broadening of the antiprotons is mostly due

to the slowing process within the degrader, and it is expected that if the incident

antiproton energy were reduced so that we could use a thinner degrader, then the

antiprotons would leave the degrader with a much narrower energy distribution and

our catching e�ciency would increase. To this end, there is a proposal to add a

smaller decelerating ring to the AD complex within the upcoming years to further

reduce the antiproton energy before delivering them to the experiments.
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Non-neutral Plasmas

In order to produce large amounts of antihydrogen, it is necessary to con�ne

large numbers of charged particles. In the regime in which we normally operate, the

single-particle theory of motion in a Penning trap is no longer a su�cient description

because the space charge of the particles signi�cantly alter the trap potential. In this

case, it is appropriate to describe the particles as forming a non-neutral plasma in

the sense that the dimensions of the volume that the particles occupy is much larger

than the Debye length, the characteristic length scale over which electric �elds are

screened in a plasma λd ≡
√
ε0kT/ne2, typically some tens of µm, where T is the

temperature and n is the density of the plasma. The physics of such plasmas in a

Penning trap is well understood and studied [84]. This section will summarize this

theory and compare its predictions with the plasmas observed in our apparatus.

148
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5.1 Plasmas in a Cylindrical Trap

The Lagrangian of a particle with charge q in an arbitrary electromagnetic �eld

is [98]:

L(~r,~v, t) =
m

2
v2 + qφ(~r, t) + q~v · ~A(~r, t) (5.1)

For the uniform axial magnetic �eld, ~B = Bẑ, and cylindrically-symmetric electric

potential of the Penning trap, the vector potential is ~A = Bρθ̂/2 and φ = φt(ρ, z).

The canonical momenta, pα ≡ ∂L/∂vα, in cylindrical coordinates are then given by:

pρ = mρ̇, pz = mż, pθ = mρ2θ̇ + qAθ(ρ)ρ = mρ2θ̇ +
q

2
Bρ2 (5.2)

If we now consider a plasma of N particles of the same charge, then to a good

approximation, the Hamiltonian governing the motion of the particles is [84]:

H =
N∑
j=1

m

2
v2
j +

N∑
j=1

qφ(~rj)

=
N∑
j=1

(
p2
ρj

2m
+
p2
zj

2m
+

[pθj
− q

2
Bρ2

j ]
2

2mρ2
j

)
+

N∑
j=1

q [φt(ρj, zj) + φp(ρj, zj)] (5.3)

where the electric potential is now the superposition of the trap potential without any

particles, φt, and the mean-�eld potential of the plasma itself, φp. A non-relativistic

Hamiltonian su�ces because |vj|/c� 1. This treatment also neglects the interaction

energy of the particles with the image charges induced in the electrodes of the Penning

trap. This is a small e�ect if the charges are far away from the electrode walls, but

may become more important for large plasmas.

The Hamiltonian is invariant with time, so the total plasma energy is conserved.

The cylindrical symmetry of the apparatus ensures that both φt and φp are cylindri-

cally symmetric. The rotational invariance of the Hamiltonian then ensures that the
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total canonical angular momentum of the plasma is conserved:

const = Pθ ≡
N∑
j=1

mρ2
j θ̇j +

q

2
Bρ2

j (5.4)

The �rst term is the mechanical angular momentum of the particles, while the second

term is the angular momentum associated with the magnetic �eld. The second sum

is much larger than the �rst for our typical plasmas, so that:

const = Pθ '
N∑
j=1

q

2
Bρ2

j (5.5)

In other words, the mean square radius of the plasma is constant with time.

In principle, some particles can still move out radially if other particles conse-

quently decrease their radius. To set a limit on what fraction of particles might be

lost from a plasma through such processes, consider a spheroidal plasma of uniform

density (this approximation will be justi�ed later) with a radius of 1 cm. The most

extreme case imaginable involves transporting particles from a radius of 1 cm out to

the electrode walls at 1.8 cm, until all of the remaining particles are concentrated

on the central axis. To conserve angular momentum, only 18% of the initial par-

ticles could be transported out to the electrode walls in this fashion. This should

be regarded as an extreme upper bound for this example plasma geometry, and we

would expect that radial particle transport through angular-momentum conserving

processes would lead to far fewer particle losses than this in reality.

Although angular momentum is ideally conserved in the plasma, in practice, small

misalignments of the electrode symmetry axis with the magnetic �eld, defects or

charged patches on the electrode surface, and any slits or holes placed in electrodes

can all break the perfect cylindrical symmetry of the system. This causes small
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torques on the plasma that lead to long term particle loss. Nevertheless, particle

plasmas can be kept in our Penning trap for many hours.

We wish to determine the thermal equilibrium state of the con�ned plasma. If the

correlations between the charged particles are su�ciently small, the thermal equilib-

rium states can be described by a single particle distribution function. The particles

are considered uncorrelated if the coulomb energy between neighboring charges is

less than the random thermal energy, if Γ = e2/(4πε0akT ) < 1 where a is given by

4πn0a
3/3 = 1 and n0 is the particle density. For plasmas in our experiment, the

density is su�ciently small to satisfy this condition.

The distribution function must be expressible in terms of the constants of motion

of the system from Liouville's theorem [99], in terms of the energy and angular mo-

mentum in this case. The speci�c distribution function here for �xed values of N , H,

and Pθ is given by [84, 100]:

f(~r,~v) =
N exp

[
− 1
kT

(h+ ωrpθ)
]∫

d3~rd3~v exp
[
− 1
kT

(h+ ωrpθ)
] (5.6)

where h and pθ are the single particle Hamiltonian and canonical angular momentum:

h =
m

2
v2 + qφ(ρ, z); pθ = mρ2θ̇ +

q

2
Bρ2 (5.7)

Plugging Eq.(5.7) in Eq.(5.6) yields the distribution:

f(~r,~v) = n(ρ, z)
( m

2πkT

)3/2

exp

−1

2
m

(
~v + ωrρθ̂

)2

kT

 (5.8)

where the plasma density is given by

n(ρ, z) = n0 exp

[
−
qφ(ρ, z) + 1

2
mωr (ωc − ωr) ρ2

kT

]
(5.9)
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and ωc = qB/m is the cyclotron frequency. The velocity distribution in Eq.(5.8) is

a Maxwell-Boltzman distribution in a rotating reference frame. The implication is

that the mean velocity of the particles in the plasma is vθ = −ωrρθ̂, describing a

shear-free, rigid rotation of the plasma at frequency ωr. This rotation is in the −θ̂

direction for positive charges and θ̂ direction for negative charges, and the value of ωr

is determined by the conserved values of N , E, and Pθ when the particles are loaded.

It is instructive to consider a reference frame that rotates at the same frequency

as the plasma. This will give insight into the physical signi�cance of the terms in

Eq.(5.9). The Hamiltonian in a frame that rotates with frequency −ωrθ̂ is [101]:

HR = H + ωrPθ (5.10)

Adding ωrPθ to Eq.(5.3), after some algebra, results in [84]:

HR =
N∑
j=1

(
p2
ρj

2m
+
p2
zj

2m
+

[pθj
− m

2
(ωc − 2ωr) ρ

2
j ]

2

2mρ2
j

)

+
N∑
j=1

[
qφt(ρj, zj) + qφp(ρj, zj) +

1

2
mωr (ωc − ωr) ρ2

j

]
(5.11)

Comparing this with the Hamiltonian in Eq.(5.3), we can identify the terms that are

added in the rotating frame. The e�ective magnetic �eld in the rotating frame is

reduced due to the �ctitious Coriolis force, and the cyclotron frequency is replaced

by the vortex frequency ωv = ωc − 2ωr [84]. The e�ective single-particle potential in

the rotating frame becomes:

qφR(ρ, z) = qφt(ρ, z) + qφp(ρ, z) +
1

2
mωr (ωc − ωr) ρ2 (5.12)

where−mω2
rρ

2/2 is the potential due to the �ctitious centrifugal force andmωrωcρ
2/2 =

qBωrρ
2/2 is the e�ective potential to account for the q~v× ~B force on the particles ro-

tating through the magnetic �eld. Although φt(ρ, z) is an axially-con�ning potential,
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it is anti-con�ning in the radial direction, as are φp(ρ, z) and −mω2
rρ

2/2. It is only

the qBωrρ
2/2 term that increases with increasing radius, and it is therefore this term

that provides the radial con�nement of the plasma in the co-rotating frame where the

plasma is stationary.

In the low temperature limit where T → 0, demanding a �nite plasma density in

Eq. 5.9 requires that

qφ(ρ, z) +
1

2
mωr (ωc − ωr) ρ2 = 0 (5.13)

inside of the plasma. This is simply the condition that total potential inside the

plasma is zero in the co-rotating frame. Put another way, the charges will arrange

themselves into an equilibrium state where the net force on the charges is zero within

the plasma in the co-rotating frame.

Plugging Eq.(5.13) into Eq.(5.9) implies that the the density is constant, n0, inside

of the plasma, and zero outside of the plasma boundary, in the zero temperature

limit. For some small �nite temperature, there will be a more gradual transition on

the boundary over a distance proportional to the Debye length, λd ≡
√
ε0kT/ne2.

Eq.(5.13) also implies that the total lab-frame potential is independent of z.

φ(ρ) = φt(ρ, z) + φp(ρ, z) = −m
2q
ωr(ωc − ωr)ρ2 (5.14)

The potential inside of the plasma must also satisfy Poisson's equation:

∇2φ(ρ) = −qn0

ε0
(5.15)

Plugging Eq.(5.14) into Eq.(5.15) then gives the result:

n0 =
2ε0mωr (ωc − ωr)

q2
(5.16)
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Figure 5.1: The plasma density as a function of plasma rotation frequency.

This is often written in terms of the plasma frequency, given by:

ω2
p ≡

q2n0

ε0m
= 2ωr (ωc − ωr) (5.17)

The density of the plasma is therefore determined by the rotation frequency of the

plasma (Fig. 5.1). The maximum theoretical density of the plasma is n0 = εoB
2/2m

when ωr = ωc/2. For an electron plasma in a 1 T �eld, this maximum density is

5 × 1012 cm−3. We operate in a regime where ωr � ωc/2, with plasma densities

typically �ve orders of magnitude less than this limit.

It is important to note that the results thus far are valid for any cylindrically-

symmetric trap potential. We shall now consider the plasma shape for an ideal

quadratic potential in a Penning trap.
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5.2 Plasmas in a Quadratic Electric Potential

Let's now assume that the trap potential is perfectly quadratic:

φt(ρ, z) =
mω2

z

2q

(
z2 − 1

2
ρ2

)
(5.18)

This is the lowest-order axially-con�ning potential possible that satis�es the require-

ment∇2φt = 0. In the cylindrical electrode geometry used here, the real trap potential

will also include higher-order components (Section 2.1.2), but the electrode geometry

is chosen to make the potential quadratic (to a good approximation) near the center

of the trap.

Plugging Eq.(5.18) into Eq.(5.14), the potential due to the plasma space charge

is then:

φp(ρ, z) = −mω
2
z

2q

(
z2 − 1

2
ρ2

)
− m

2q
ωr(ωc − ωr)ρ2 (5.19)

to exactly cancel the e�ective potential of the trap in the reference frame rotating

with the plasma. Using the result in Eq.(5.17), this simpli�es to:

φp(ρ, z) = −mω
2
z

2q

[
z2 +

1

2

(
ω2
p

ω2
z

− 1

)
ρ2

]
(5.20)

This is simply a quadratic potential, which is the potential generated by a spheroidal

distribution of uniform charge-density [102]. Since this solution must be unique by

the uniqueness theorem for Poisson's equation, the equilibrium shape of the plasma

in a quadratic trap potential is therefore a spheroid.

The number of particles in the spheroidal plasma is related to its dimensions by:

N =
4

3
πn0zpρ

2
p (5.21)

where ρp is the radius and zp is the axial half-length of the spheroidal plasma.
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If we de�ne the aspect ratio of the spheroid as α ≡ zp/ρp, then this quantity can

be related to the plasma frequency and the axial frequency by [103]:

ω2
z

ω2
p

=
Q0

1

(
α√
α2−1

)
α2 − 1

(5.22)

where Q0
1 is the Legendre function of the second kind:

Q0
1(z) ≡ z

2
ln

(
1 + z

z − 1

)
− 1 (5.23)

We now have enough information to fully describe a plasma based upon just a

few parameters. The mass and charge of the particles in the plasma are known. The

frequencies ωz(V ) and ωc(B) are then derived from the electrode voltage and magnetic

�eld of the Penning trap, and are also well known. It is also relatively simple to

determine the number of particles in the plasma, either by destructively measuring

the charge of the plasma, or by loading a well calibrated number of particles to begin

with. Once we have these parameters, it is su�cient to know just one of the remaining

parameters, α, ρp, zp, n0, ωp, or ωr to completely describe the spheroidal plasma. A

possible method of determining one of the remaining variables is to measure the

frequencies at which the plasma oscillates, which will now be discussed brie�y.

5.3 Spheroidal Plasma Dynamics

When the plasma is disrupted slightly from its equilibrium position, the resulting

collective motion of the particles can be characterized as a superposition of distinct

modes with oscillatory frequencies that depend upon the equilibrium shape of the

plasma. The modes are classi�ed by integers (l,m), with l > 0 and |m| < l. The



Chapter 5: Non-neutral Plasmas 157

m = 0 modes are cylindrically symmetric, while the m 6= 0 modes are not. The

frequencies of these modes have been analytically calculated in the low-temperature

limit for spheroidal plasmas in a quadratic electric potential [104]. In this ideal case,

the frequency of a given (l, 0) mode, ωl, is given by:

1−
ω2
p

ω2
l

=
k2

k1

Pl(k1)Q
′
l(k2)

P ′l (k1)Q
(
lk2)

(5.24)

where

k1 =
α√

α2 − 1 +
ω2

p

ω2
l

, k2 =
α√

α2 − 1
, (5.25)

The (1,0) mode is the center-of-mass mode, corresponding to the entire plasma

oscillating axially about the equilibrium position while maintaining its equilibrium

shape. For a perfectly quadratic electric potential, the frequency of this motion is

identical to the axial oscillation frequency of a single particle, ω1 = ωz. The (2,0)

mode is the quadrupole mode, which corresponds to the plasma having a spheroidal

shape with an oscillating aspect ratio. The motions described by some of the higher

order modes are depicted in Fig. 5.2, along with their frequencies in relation to ωz.

Knowledge of ωz and the frequency of one higher-order mode is su�cient to de-

termine the density and aspect ratio of the plasma using Eq.(5.24). This provides

us with the previously missing piece of information that allows us to fully describe

the spheroidal plasma in an ideal Penning trap. Because the Penning trap used is

not ideal however, this spheroidal description is only approximately correct. A more

accurate description of the plasmas will be discussed in the next section.
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Figure 5.2: Frequencies of the lowest-order cylindrically-symmetric (m = 0)
modes as a function of the plasma aspect ratio [105], scaled to the center of
mass (l = 1) mode frequency. The plasma oscillations corresponding to each
mode are depicted. The plasma frequency is also plotted (dotted curve).

5.4 Plasmas in Non-ideal Potentials

The cylindrical electrodes in our Penning trap do not form a perfect quadrupole

electric potential (Section 2.1.2). Consequently, the non-neutral plasmas con�ned

within our electrodes are not perfect spheroids. The shape of the plasmas must

self-consistently solve Eq. 5.9 and Eq. 5.15. In order to determine the equilibrium

shape of the con�ned plasmas, we use the computer code equilsor2 provided to us

by Spencer et al. [106]. The axially-symmetric mode frequencies are determined for

these equilibrium plasma shapes within realistic con�ning potentials using the rattle

2D particle-in-cell computer code, also provided by Spencer et al. [107, 108].



Chapter 5: Non-neutral Plasmas 159

The equilsor2 and rattle codes were used to determine equilibrium plasma shapes

and mode frequencies for a range of values of particle number, plasma density, and

con�ning voltage in order to identify the geometry of our plasmas using measurements

of the mode frequencies. Because our primary interest is the density and geometry of

positron plasmas used for antihydrogen production, these computations were carried

out assuming that the plasma is con�ned in a radius-length electrode with 18 mm

radius, which is the size of electrodes within the Io�e trap in the upper electrode

stack.

The mode frequencies predicted by rattle have some interesting di�erences with

the analytical frequency predictions for an ideal quadrupole con�ning potential. The

�rst-order di�erence between the two is that the rattle results predict that the center-

of-mass (COM) oscillatory mode frequency is dependent upon the plasma geometry,

while for an ideal quadrupole potential, the COM frequency is equal to the single-

particle axial oscillation frequency for all plasma geometries. The COM frequencies

predicted by rattle are shown in Fig. 5.3.

The COM frequency of the plasma is determined exclusively by the con�ning

potential from the electrodes, since the total force on the plasma due to the space

charge potential is zero by Newton's third law. The plasma has an approximately

uniform density, and by the de�nition of the COM mode, the plasma retains its

equilibrium shape throughout the oscillation. As such, when the plasma is displaced

axially from its equilibrium position and the restoring forces on the particles are

summed, most of the forces cancel due to symmetry arguments, and only the particles

on the extended edge of the plasma contribute to the total restoring force. The
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Figure 5.3: The plasma center-of-mass (COM) oscillation frequency as a
function of particle number and plasma aspect ratio. The plasma is con�ned
by a 100 V potential on a single radius-length electrode. The axial oscillation
frequency of a single particle near the center of the trap would be 43.2 MHz.

COM frequency therefore depends upon the restoring potentials sampled along the

boundary of the plasma.

The dependence of the COM frequency upon the plasma geometry arises from

the anharmonicity of the trapping potential in our cylindrical electrodes. Near the

central axis of the trap, the real con�ning potential within a cylindrical radius-length

electrode is slightly less steep than the corresponding ideal quadrupole potential

(Fig. 5.4a). Far o�-axis however, the real con�ning potential is more steep than in the

corresponding ideal quadrupole potential (Fig. 5.4b). Consequently, if the diameter of

the plasma is much larger than its axial length, then the net axial con�ning potential

that the plasma experiences will be larger than the value for a single particle near
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Figure 5.4: The axial con�ning potential due to a 100 V potential applied to
a 18 mm-radius-length electrode (solid curve) compared to the corresponding
ideal quadrupole potential (dashed curve), both (a) on the central axis of the
electrode and (b) 12 mm o�-axis.

the center of the trap. If the axial length is much larger than the diameter, then the

opposite is true.

The computations in Fig. 5.3 indicate that the COM frequency equals the ideal

value when plasmas have an aspect ratio of about 1.1, while aspect ratios that are

larger or smaller than this value alter the COM frequency in the expected way. The

sensitivity of the COM frequency to the plasma aspect ratio increases as the particle

number increases, due to the resulting increase in both plasma dimensions. This also

explains previous observations that the COM frequencies of our plasmas drift over

time as our plasmas slowly expand and particles are lost. Other groups have exper-

imentally observed variations in the COM frequency that become more pronounced

as the particle number or plasma radius increases [109, 110], while these variations
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Figure 5.5: (a) The points indicate calculations of the frequency of the COM
mode (black), (l,m) = (2, 0) mode (red), lower (l,m) = (3, 0) mode (green),
and lower (l,m) = (4, 0) mode (blue) of a non-spheroidal plasma as a function
of plasma density, for 60 million positrons in a 100 V well in a radius-length
electrode. The solid curves indicate the corresponding predictions assuming
a spheroidal plasma in a perfect quadrupole potential, as well as the plasma
frequency (gray). (b) When the frequencies are scaled to the COM frequency,
the two predictions can be directly compared.

are not observed in a more ideal quadrupole trap [110].

As the COM frequency changes, so do all of the other mode frequencies, as demon-

strated by the numerically calculated mode frequencies in Fig. 5.5a. If all of the mode

frequencies are scaled to the COM frequency, as in Fig. 5.5b, then we can make a more

direct comparison between the analytical predictions for the mode frequencies in an
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ideal potential and the realistic mode frequencies predicted by the rattle calculations.

If we measure a set of mode frequencies, Fig. 5.5b demonstrates that the mode fre-

quencies calculated for an ideal potential can not be used to accurately determine the

plasma parameters. Doing so would predict that the plasma is less dense and has a

smaller aspect ratio than it does in reality. The plasmas that we typically load do not

closely resemble spheroids, as will be discussed further in the following section. The

ideal and the realistic mode frequencies agree more closely however for high-density,

low-aspect ratio plasmas, when the plasma is more tightly con�ned near the center

of the electrode.

5.5 Plasma Mode Frequency Detection

So far, we have used only very simple electronics to measure the frequencies of

plasma modes within the Penning trap, as schematically depicted in Fig. 5.6. A RF

signal generator outputs a constant sine wave at a given probe frequency. This signal

passes into a pair of attenuators that are switched o� for a 10 µs duration, converting

the CW output of the signal generator into a 10 µs duration pulse. This pulse is

applied to the electrode neighboring the plasma-con�nement electrode. The response

of the plasma to the applied pulse is determined by measuring the voltage induced

on the opposite neighboring electrode due to the induced image charges from the

oscillating plasma. This voltage is in turn ampli�ed and read out on a spectrum

analyzer, which operates in zero-span mode to measure the amplitude of the signal

oscillating at the probe frequency as a function of time. The response of the plasma

to the input signal can be measured as a function of frequency by repeating this
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Figure 5.6: The circuit used to detect plasma mode frequencies.

sequence for a range of frequencies at discrete intervals.

Without any particles in the trap, some portion of the signal will be transmitted

between the two electrodes. When a plasma is present, the shape of the response

signal is altered if the probe frequency is resonant with a plasma mode frequency.

While scanning the probe frequency, we measure the amplitude of the free induction

decay (FID) signal following the pulse, which is due to the decay of the excited plasma

mode oscillation. We also record the amplitude of the transmitted signal during the

10 µs pulse duration, which indicates resonances at the same frequencies as the FID

signal. An example of the plasma mode detection signal for a plasma containing 60

million positrons is shown in Fig. 5.7. This scan clearly identi�es three plasma mode

frequencies, which is what we typically see.

These three mode frequencies, from highest to lowest frequency respectively, cor-

respond to the (l,m) = (2, 0) quadrupole stretch mode, the center-of-mass (COM)
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Figure 5.7: The plasma mode detection signal for 60 million positrons stored
in a single radius-length electrode with a 100 V con�ning potential.

oscillation mode, and the (l,m) = (2, 1) azimuthally asymmetric quadrupole mode

that describes the central axis of the plasma precessing about the magnetic �eld di-

rection [111, 112]. This last mode is not an axially symmetric mode, and therefore

its frequency can not be predicted for our realistic plasma geometry using the rat-

tle code. However, if we choose one particular ratio of mode frequencies predicted

from our rattle simulations, we �nd the remaining ratios of mode frequencies can be

predicted accurately from the analytical solutions for an ideal quadrupole potential.

We identify the low-frequency mode as the (2,1) mode because the ratio of the mode

frequency to the COM frequency is in remarkable analytic agreement with the ratio

of the COM and quadrupole mode frequencies.

The shape of the plasma corresponding to the mode scan in Fig. 5.7 is shown in

Fig. 5.8. This demonstrates that our plasmas do not closely resemble the spheroidal

shape predicted for a perfect quadrupole electrostatic potential, but rather have more
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Figure 5.8: The shape of the plasma corresponding to the mode scan in
Fig. 5.7 (gray pro�le), and the corresponding equipotential contours. The
black ellipse indicates the spheroidal plasma shape that would be predicted
from the mode frequencies for a perfect quadrupole con�ning potential.

of a diamond shape. For comparison, the black ellipse in Fig. 5.8 is the plasma cross

section that would have been predicted from the measured mode frequencies if we

assumed a perfectly quadrupole potential. The plasma in Fig. 5.8 corresponds to 60

million positrons with a density of 4 × 107 cm−3. Identical positron plasmas were

loaded at the start of each antihydrogen experiment described in Chapter 7.

In the future, we hope to expand our capabilities at measuring our plasma geome-

tries by pulsing the plasmas onto phosphor screens and imaging them. An alternate

method, measuring the charge collected on aperture faraday cups of various radii, was

tested in the past and found to be consistent with plasma geometries derived from

mode measurements [113, 66].



Chapter 6

Particle Stability in a Combined

Penning-Io�e Trap

The most straightforward approach to con�ning antihydrogen for spectroscopy

would be to superimpose the magnetic gradients needed to trap antihydrogen atoms

on the uniform magnetic �eld of the Penning trap used to store the positrons and an-

tiprotons from which antihydrogen is formed. A quadrupole Io�e trap is the simplest

form of magnetic trap that is compatible with the static magnetic �eld of the Penning

trap, but the radial �eld of a Io�e trap breaks the cylindrical symmetry that assures

con�nement of the charged antiprotons and positrons in the Penning trap. In the sin-

gle particle picture, there are still stable particle orbits below a critical cut-o� radius

if radially-transporting resonance frequencies are avoided [114]. For dense plasmas,

these radially-transporting resonances lead to a di�usive loss of particles [115, 116].

It was suggested that these loss processes may make it impossible to con�ne positrons

and antiprotons in a Penning trap with a superimposed quadrupole-Io�e �eld for a

167
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long enough time to form antihydrogen [115, 117, 25]. High-order multipole Io�e traps

reduce the e�ects of these radial losses [118], but have associated disadvantages for the

eventual goal of antihydrogen spectroscopy. ATRAP demonstrated that con�nement

of positrons and antiprotons in a Penning trap with a superimposed quadrupole-Io�e

�eld is possible for a su�ciently long time to form antihydrogen [24]. This chapter

will summarize the key issues and experimental results surrounding this topic.

6.1 Single Particle Stability

Combining the radial magnetic �eld from a quadrupole Io�e trap with the axial

bias �eld, B0ẑ, of a Penning trap results in the magnetic �eld of a combined Penning-

Io�e trap given by:

~B = B0ẑ + β(xx̂− yŷ) (6.1a)

= B0 [ẑ + (xx̂− yŷ)/R0] (6.1b)

where β is the radial gradient of the Io�e �eld and R0 = B0/β is the characteristic

radius when the radial magnetic �eld equals the axial magnetic �eld. The magnetic

�eld lines in a combined Penning-Io�e trap take the shape depicted in Fig. 6.1.

The low-energy charged particles in the trap form tight cyclotron orbits around

these magnetic �eld lines and are constrained to travel along them. In the absence of

any electric �eld, a particle starting at a given radius in the X-Y plane in Fig. 6.1 with

some initial velocity in the Z direction will follow a single �eld line and be exponen-

tially transported outward in the X direction until it collides with the trap electrodes,

while a particle moving in the -Z direction will be exponentially transported outward
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X

Y

Z

Figure 6.1: Straight �eld lines from the axial bias �eld are distorted by the
radial �eld of the quadrupole Io�e trap, such that �eld lines passing through
a circle in the X-Y plane form the shape depicted.

in the Y direction. This basic principle makes it di�cult to move particles over long

distances within a Penning-Io�e trap. For the purposes of future discussions, it will

be convenient to depict only the X-Z or Y-Z planes, where the �eld lines lie strictly

in the planes and this radial transport problem is most pronounced. The �eld lines

then take the form:

ρ = ρz=0 exp (±βz/B0) (6.2)

Adding to this magnetic �eld an ideal quadrupole electrostatic con�ning potential,

the potential energy of a charge is given by:

W = qΦ =
mω2

z

2

[
z2 − x2 + y2

2

]
(6.3)

The equations of motion of the particle are then:

z̈ = −ε2ω2
cz +

ωc
R0

(yẋ+ xẏ) (6.4a)

ẍ =
1

2
ε2ω2

cx− ωcẏ −
ωc
R0

yż (6.4b)

ÿ =
1

2
ε2ω2

cy + ωcẋ−
ωc
R0

xż (6.4c)
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a) b)

Y

X

Z

Figure 6.2: The motion of a charged particle in a Penning trap (a) without
and (b) with a radial Io�e �eld [114].

where ωc = |e|B0/m, and ε = ωz/ωc. For ρ � R0, the nonlinear terms can be ne-

glected, so that the motion of a charge near the center of the trap is approximately

described by the three uncoupled oscillations in an ideal Penning trap. The frequen-

cies of these oscillations di�er by ε from each other, where ε� 1 for our trap, so that

ωm � ωz � ωc.

The general solution of the particle motion for small ε preserves these three distinct

oscillations with the same frequency hierarchy, each one of which is associated with

a di�erent adiabatic invariant [114]. The motions described by these oscillations

di�er from those in an ideal Penning trap however, as depicted in Fig. 6.2. The

cyclotron motion becomes perpendicular to the local magnetic �eld, and the magnetic

momentM ≈ mv2
c/2B is an adiabatic invariant as the cyclotron velocity and magnetic

�eld magnitude vary. The �axial� oscillations occur along the local magnetic �eld

line, and J ≈ Ez/ω
′
z is an adiabatic invariant of the motion as the axial energy Ez

and the oscillation frequency along the �eld line ω′z change with the particle radius.

Particular magnetron orbit must lie on an electric equipotential since the magnetron
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Figure 6.3: The projections of stable magnetron orbits in an ideal Penning-
Io�e trap onto the X-Y plane [114].

kinetic energy is much smaller than the potential energy. It must also lie on a stable

equilibrium point of the axial motion, satisfying the condition ~E · B̂ = −∇Φ · B̂ = 0.

Pictorially, these stable equilibrium points are located where the magnetic �eld lines

are tangent to the equipotential curves. Using Eq. 6.1a and Eq. 6.3, this condition is

satis�ed on the curve:

z =
x2 − y2

2
(6.5)

The magnetron orbit on a given equipotential is then given by the intersection of this

curve with the equipotential curve in Eq. 6.3. The projection of these stable orbits

onto the X-Y plane are depicted in Fig. 6.3. The magnetic �ux Φm enclosed by these

magnetron orbits is another adiabatic invariant, so that a Penning trap magnetron

orbit will transition to the Penning-Io�e magnetron orbit with the same �ux if the

radial Io�e �eld is turned on slowly.
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Stable magnetron orbits only exist for B0 > β(x + y), establishing a maximum

cut-o� radius ρcut = R0. Beyond that radius, there is no longer a restoring electric

potential along the magnetic �eld line. Note that this is the maximum radial extent

of the Penning-Io�e magnetron orbit, but the radius changes throughout the orbit. A

more useful �gure of merit is the maximum magnetron radius in the initial Penning

trap that will remain con�ned as the Io�e �elds is turned on slowly. Using the

invariance of the �ux through the magnetron orbit, we �nd that this maximum radius

is ρcut =
√

4/3πR0 ≈ 0.65R0 for a charged particle in an ideal Penning-Io�e trap [119].

If the electrostatic potential is not a perfect quadrupole, then Eq. 6.5 is no longer

the explicit solution to the condition −∇Φ · B̂ = 0, but there is still a simple stability

condition for realistic Penning-Io�e traps. The equipotential curves of a con�ning po-

tential in a cylindrical ring electrode intersect the edge of the electrode. As such, any

particle moving along a �eld line that intersects a neighboring electrode will experi-

ence a con�ning electric potential, while those moving along a �eld line that intersects

the con�ning electrode itself will be constantly accelerated toward the electrode and

lost. In the plane where the �eld lines are maximally diverging, this simple axial

con�nement condition establishes an e�ective maximum cut-o� radius for particles.

Particles will be lost from the trap if they are at a radius in the electrode central

plane that is larger than:

ρcut = ρ0 exp (−βz0/B0) (6.6)

where ρ0 and z0 are respectively the electrode radius and half-length.

The curves in Fig. 6.4a depict the electric equipotentials and magnetic �eld lines

in the A-Trap Penning-Io�e trap with the maximum 375 mK magnetic trap depth
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Figure 6.4: (a) The cross section of cylindrical ring electrodes, displaying
the electric equipotentials (black) and magnetic �eld lines (gray) in the A-
Trap Penning-Io�e trap at the full 375 mK magnetic trap depth. (b) The
corresponding electrostatic well depth for a charge moving along the �eld
line that crosses Z=0 at the indicated radius. (c) The cuto� radius in the
Penning-Io�e trap as a function of the total magnetic trap depth.

applied (βρ0/B0 = 0.78). The magnitude of the con�ning potential seen by a particle

moving along a �eld line at a given radius is shown in Fig. 6.4b, demonstrating the

sharp cut-o� radius beyond which particles are no longer con�ned. The cut-o� radius

as a function of Io�e trap depth is given in Fig. 6.4c, including the e�ect of the mirror

coils that boost the axial �eld.

The cut-o� radius in Eq. 6.6 has been identi�ed by others [120], and has been

referred to in some papers as �ballistic loss� [25]. The single-particle loss mechanism

in all of these cases is identical to that described previously for a particle in an ideal

Penning-Io�e trap though [114], and was just applied to a non-ideal electric con�ning

potential. As for the case in an ideal Penning-Io�e trap, this e�ective cut-o� radius

does not exactly corresponding to the initial magnetron radius of the particle before
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the Io�e �eld is turned on, but it is a reasonable approximation. This maximum

cut-o� radius has been used to measure the radial distribution of trapped antiprotons

by measuring the number of antiproton annihilations as a function of Io�e �eld as

the Io�e trap is turned on [121]. Although such a method could in principle be used

in the experiments described here, the slow ramp rate of our Io�e trap makes such

measurements challenging.

In order for the single-particle orbits to remain stable in the radial Io�e �eld, the

resonance ω′z = 2ω′m that couples the modi�ed axial and magnetron motions must be

avoided. When this resonance condition is satis�ed, the particle's �axial� oscillations

along �eld lines will be timed with its magnetron rotation onto the alternately radially

converging and diverging magnetic �eld planes in Fig. 6.1 in such a way that the

particle's radius will be either constantly increasing or decreasing, depending upon

the relative phase of the axial and magnetron oscillations. The magnetron motion

transfers energy into the axial motion by resonantly driving the particle up and down

in the Z direction as it rotates around the orbit in Fig. 6.2b, causing the magnetron

radius to grow until the particle is lost. Large magnetron orbits also have Fourier

components at odd harmonics of ω′m, resulting in additional resonances at ω
′
z = 2Nω′m,

where N > 1 is an odd integer, although these resonances typically occur only over a

very narrow range of magnetron radius. For the trap con�gurations considered here,

these resonant conditions can be easily avoided in the single particle limit, but they

become a more serious problem in dense plasmas, as discussed in the next section.
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6.2 Di�usive Losses in Plasmas

In dense plasmas, particles arrange themselves into a distribution that cancels the

�axial� electric �eld along magnetic �eld lines inside the plasma. As such, the pa-

rameter equivalent to the single particle axial frequency becomes the particle bounce

frequency within the borders of the plasma, which is dependent upon both the thermal

distribution of the particles and the geometry of the plasma. Likewise, the single-

particle magnetron frequency must be replaced by the rigid plasma rotation frequency

ωr. With these modi�cations, the resonant condition described in the single particle

case is still relevant here, ω
′
z = 2ωr. The thermal distribution of axial-bounce fre-

quencies assures that some fraction of the particle population will be resonant with

this condition.

An additional complication is that frequent collisions between particles can knock

a particle from one radial trajectory to a nearby one. The combined e�ects of these

collisions and the axial frequency thermal distribution can be described by a random-

walk radial-di�usion process. Gilson et al. [115, 116] proposed that the di�usion

coe�cient should be approximately given by

D =
64z3

pρ
2ω2

rβ
2

π4B2
0

√
m

2πkT
exp

[
−ω2

r

2ω2
T

]
(6.7)

where ρ is the particle radius, zp is the plasma half-length, and

ωT =
π

4zp

√
kT

m
(6.8)

is half the mean thermal axial bounce frequency in the plasma. It should be noted

that the plasma length, which a�ects the distribution of axial bounce frequencies

within the plasma, is treated as a constant in Eq. 6.7. In reality, the length of our
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plasma changes substantially as a function of radius (Section 5.5), so a more complete

picture would replace zp with zp(ρ) for particles at di�erent radii. The particles will

di�use radially until they reach the cut-o� radius ρcut (Eq. 6.6), beyond which they

are lost. If we make the simplifying assumption that the plasma is a uniform-density

cylinder, then to �rst order, we can estimate the particle loss time constant from

Fick's law as [66]:

τ ≈ 0.2
ρ2
cut

D
(6.9)

Although this approximation is overly simplistic, it does demonstrate that the dif-

fusive particle loss is strongly dependent upon the cut-o� radius imposed by the

diverging magnetic �eld lines within the Io�e trap.

Initial experiments conducted by Gilson and Fajans [115, 117] demonstrated that

the scaling of the di�usion coe�cient with ωr, β, B0, and zp showed excellent agree-

ment with Eq. 6.7, while the scaling with kT did not. These experiments typically

used plasmas with much larger zp and kT , and much smaller B0 than used in our

experiments however. A subsequent experiment more closely replicated our trap con-

ditions [25], and demonstrated rapid particle loss due to the particle cut-o� radius

followed by slower di�usive loss over the course of minutes. The results of this paper

shall be discussed further later in comparison with our measurement. The particle

losses were su�ciently dramatic in this case to convince the ALPHA collaboration

to use an octupole Io�e trap rather than a quadrupole [118, 122]. The relative mer-

its and disadvantages of quadrupole and higher-order Io�e traps will now be brie�y

discussed.
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6.3 Comparing Quadrupole to Higher-Order Io�e Traps

The radial magnetic �eld in a Io�e trap is produced by passing currents through

vertical bars with alternating current directions. The simplest Io�e �eld is produced

by a quadrupole trap with four bars, while higher-order Io�e �elds can be produced

with additional bars. I shall focus here on comparing quadrupole Io�e traps and Oc-

tupole Io�e traps, which use eight current bars. Both of these designs were considered

for the ATRAP Io�e trap, but a quadrupole design was eventually chosen.

The combined �eld of an ideal Io�e trap and a static bias �eld has the general

form

~B(ρ) = B0ẑ +Bw

(
ρ

ρ0

)n−1

[ρ̂ cos(nθ)− θ̂ sin(nθ)] (6.10)

where Bw and ρ0 are the �eld and radius at the electrode wall, and 2n is the number

of current bars forming the radial Io�e �eld (n=2 for quadrupoles, n=4 for octupoles).

Octupole �elds have four maximally-divergent magnetic �eld planes. Field lines in

these planes propagate outward like

ρ(z) =
ρz=0√

1− 2Bw

B0

ρ2z=0

ρ20

z
ρ0

(6.11)

The corresponding cut-o� radius for particles following these �eld lines is

ρcut =
ρ0√

1 + Bw

B0

2z0
ρ0

(6.12)

where z0 and ρ0 are the con�ning electrode half-length and radius. The normalized

cut-o� radius ρcut/ρ0 for both quadrupole and octupole �elds as a function of Bw/B0

for radius-length electrodes (z0 = ρ0) is depicted in Fig. 6.5.

An octupole �eld has a larger cut-o� radius than a quadrupole �eld with the

same trap depth. Consequently, a larger fraction of particles will remain con�ned as
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Figure 6.5: The normalized cut-o� radius ρcut/ρ0 for both quadrupole (solid
curve) and octupole (dashed curve) �elds as a function of Bw/B0 for radius-
length electrodes (z0 = ρ0).

the Io�e �eld is turned on for the octupole than for the quadrupole. Furthermore,

di�usive loss is strongly suppressed for octupole Io�e traps compared to quadrupole

traps, because the radial �eld that causes this loss scales as (ρ/ρ0)
3 inside an octupole

and as (ρ/ρ0) inside a quadrupole.

Superconducting Io�e traps of various multipole geometries can achieve similar

radial �eld magnitudes at the radius of the Io�e trap windings, Rt. This can be seen

by noting that the current density required to produce the �eld Bt at Rt for a general

multipole is [118]

J =
2Bt

µ0

sin(nθ) (6.13)

and in turn that the maximum J achievable in superconducting windings is limited by

the �eld at the windings. If we assume that quadrupole and octupole superconducting

Io�e traps can attain the same �eld Bt at Rt, we can then pose the related question of
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Figure 6.6: The normalized magnetic �eld magnitude ∆B/B0 as a function
of radius for both a quadrupole (solid curve) and octupole (dashed curve)
Io�e trap. The radius is normalized to the trap winding radius Rt, and it
is assumed that Bt = B0 for both traps. The dotted lines represent the
electrode radius at an arbitrarily-chosen location.

what magnetic trap depths can be achieved for atoms in Io�e traps of either variety.

The con�ning potential seen by atoms in a Io�e trap is proportional to the mag-

netic �eld magnitude. The trap depth at a given radius relative to the trap center

is therefore proportional to ∆B = | ~B(ρ)| − | ~B(ρ = 0)|. For a quadrupole Io�e trap,

this quantity has the form

∆B =

√
B2

0 +B2
t

(
ρ

Rt

)2

−B0 (6.14)

While for an octupole trap, it has the form

∆B =

√
B2

0 +B2
t

(
ρ

Rt

)6

−B0 (6.15)

These two functions are plotted in Fig. 6.6, assuming the Bt = B0 for both traps.

The dotted lines in Fig. 6.6 represent an arbitrarily-chosen electrode radius. Because
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the electrode radius marks the maximum boundary for con�ned atoms, this �gure

demonstrates that the maximum realizable trap depth can be signi�cantly larger for

quadrupole traps than for octupole traps, even for otherwise identical trap geometries

and �elds at the Io�e windings.

This marks one advantage of quadrupole Io�e traps over octupole traps. Octupole

Io�e traps can only be e�ective if the superconducting windings are very close to the

electrode inner diameter, which brings about serious constructional challenges, partic-

ularly for conventional coil-winding techniques on machined forms. However, using

less-traditional winding techniques in conjunction with explicit e�orts to minimize

the space between the electrodes and the windings can allow e�ective octupole traps

if great care is taken [122].

Another clear advantage of quadrupole traps is that they con�ne trapped atoms

to a smaller volume near the center of the trap than octupoles do, allowing for much

better overlap of trapped antihydrogen atoms with cooling and spectroscopy lasers.

Furthermore, there tends to be more room for radial laser access ports to pass through

a quadrupole Io�e trap than there is in an octupole, simply because there are fewer

current-carrying bars, and therefore more space available between them as well. It has

also been proposed that trapped Rydberg antihydrogen atoms with large magnetic

moments could cool by spontaneously decaying to lower energy levels while near the

turning points of their motion inside the Io�e trap [48], an e�ect that would be more

pronounced within a quadrupole �eld.

A combination of these factors encouraged us to build a quadrupole Io�e trap

rather than a higher-order mutipole Io�e trap. Stability measurements with this Io�e
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trap will be outlined in the next section.

6.4 ATRAP Experimental Results

For our quadrupole Io�e trap to be capable of trapping antihydrogen atoms, we

had to �rst verify that su�cient numbers of positrons and antiprotons could be kept

within the combined Penning-Io�e trap long enough to form antihydrogen. As such,

this was one of our �rst experiments when the apparatus became operational [24].

We expected to compete with both the immediate loss of particles outside of the

cut-o� radius (Eq. 6.6) as the Io�e �eld was turned on, and the slower di�usive loss

of particles (Eq. 6.7), which we expected to be suppressed for low particle densities.

For the antiproton stability tests, we electron-cooled the antiprotons in the lower

electrode stack in a 1 T �eld (Fig. 6.7b). Successive bunches of antiprotons were

stacked until we had loaded the desired number. The electrons were then sepa-

rated from the antiprotons by removing the antiproton con�ning potential for a short

enough time that the electrons could escape, but not the antiprotons. The result-

ing antiprotons were then moved from their initial loading position to the center of

the deenergized Io�e trap 0.4 m away (Fig. 6.7b) by adiabatically transferring them

through 18 ring electrodes (Section 3.1.1). Some unexpected antiproton losses were

observed during this process, possibly because of an elevated pbar temperature that

was unfortunately present at the time. After adiabatically transporting them, the

antiprotons could be held in the center of the deenergized Io�e trap for an arbitrarily

long time with no noticeable losses. At any point, they could be released from the

trap onto the degrader, and their annihilations could be counted with high e�ciency
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Figure 6.7: Exterior (a) and cutaway (b) view of the Penning-Io�e apparatus
used for particle stability measurements. A 1T bias �eld along the central
axis of the electrode stack is produced by a large external solenoid (not
depicted). Two pinch coils add an axially-con�ning gradient to the bias �eld.
The radial quadrupole Io�e �eld is produced by four racetrack coils.

(Section 3.2.2).

Axial con�nement in the Io�e trap was produced by a pair of pinch coils, while the

radially-con�ning quadrupole �eld was produced by four racetrack coils (Fig. 6.7a).

The trap was designed so that 69 A in the racetrack coils and 80 A in the pinch

coils produced a radial gradient of β = 93 T/m, a radial-to-axial �eld ratio of

βr0/B0 = 0.78, and a 375 mK magnetic trap depth for low-�eld-seeking ground-state

antihydrogen in a 1 T external �eld. Signi�cantly larger radial-to-axial �eld ratios

could be achieved by not energizing the pinch coils, because they added an additional
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Figure 6.8: The fraction of about 90 000 (circles) and 280 000 (triangle)
trapped antiprotons that survive a quadrupole Io�e �eld that is ramped up
to a given current, held 300 s, and ramped back down. The dashed line
indicates the radial to axial �eld ratio corresponding to the maximum trap
depth when both the quadrupole the pinch coils are energized.

1.2 T to the axial magnetic �eld at the center of the Io�e trap. As such, we energized

only the quadrupole �eld for the antiproton stability tests in order to push the radial

�eld to as high of a limit as possible with our Io�e trap.

After antiprotons were centered in the Io�e trap, the quadrupole �eld was ramped

up over about 10 minutes at 0.1 A/ s, held constant for 5 minutes (long enough

to make antihydrogen), and then ramped back down again at the same rate. The

antiprotons were held in a 50 V deep well in a radius-length electrode during this

process. The antiproton annihilation detectors continuously monitored antiproton

losses. After the Io�e �eld was back at zero, the surviving antiprotons were released

onto the degrader and counted. The fraction of the antiprotons that survived this

process is shown in Fig. 6.8.

The loss of antiprotons was roughly linear with the applied quadrupole �eld. The
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Figure 6.9: The integrated fraction of antiprotons lost (solid curve) and the
quadrupole current (dashed curve) as a function of time.

antiproton losses observed were almost entirely while the quadrupole current was

being turned on, with negligible losses after the maximum �eld was reached, as shown

in Fig. 6.9 for the most extreme antiproton loss observed. This suggests that the

antiproton losses were simply due to the cut-o� radius imposed by the �eld (Eq. 6.6),

and that di�usive losses were negligible in comparison for the numbers of antiprotons

considered. For the largest radial �eld applied, this cut-o� radius was 7.7 mm, while

it was 12.2 mm for the maximum trap depth achievable if the pinch coils are also

energized. The relatively small fraction of antiprotons lost in Fig. 6.8 suggests that

the majority of the antiprotons were located at smaller radii than this. The losses

observed could be further suppressed if the antiproton cloud radius were reduced using

a rotating wall potential, a technique that other groups have demonstrated [123, 124].

A second requirement for forming antihydrogen in the Io�e trap is that positrons

must be con�ned in the Io�e �eld in su�cient quantities and for a su�cient time to
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Figure 6.10: The fraction of 36 million electrons that survive a radial Io�e
quadrupole �eld that is ramped up to a given value, held for the time indi-
cated, and ramped back down. The electrons were held in a 50 V potential
in a radius-length electrode.

mix with the antiprotons. To test this, we initially used electrons instead of positrons

because they should have the same behavior but are easier to load into the trap. We

expect that these electrons cool to a 4.2 K equilibrium temperature via synchroton

radiation. The experiment began by loading 36 million electrons and adiabatically

transferring them to the center of the deenergized Io�e trap. The electrons were held

in a 50 V well in a single radius-length electrode. The quadrupole Io�e �eld was

slowly ramped on, held constant for a given time, and then ramped back down. The

surviving number of electrons was then counted by pulsing them onto the degrader

and measuring their charge. The results are shown in Fig. 6.10.

These results suggested that su�cient numbers of positrons could be held within

the Io�e trap �eld long enough to form antihydrogen. We observed signi�cant di�usive
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loss of the electrons as they were being held in a constant quadrupole �eld, in contrast

with the antiproton results. Some of the electron loss observed was certainly due to

loss of particles outside of the quadrupole cut-o� radius, but it is di�cult to separate

this loss from the di�usive loss in our results because the time required to turn on

the quadrupole �eld (Tramp ≈ 10 Iquad in seconds) was comparable to the time that

the particles were then held at �eld. A faster-ramping Io�e trap would make the

distinction between these loss mechanisms more clear.

It is relevant at this time to compare these results with the most similar measure-

ments previously reported. Fajans et al. reported severe electron losses in a Penning-

quadrupole-Io�e trap that was similar to ours, using similar numbers of electrons [25].

We could compare the results in Fig. 6.10 directly with the corresponding results in

this paper (Fig.3b in Ref.[25]). Although the two results may qualitatively seem sim-

ilar, they are actually quite di�erent. We can begin by comparing the radial cut-o�

loss in the two cases. Because the quadrupole ramp time was just a few seconds in

Ref.[25], compared to hundreds of seconds in our case (0.1 A/ s ramp rate), they

were able to distinguish between cut-o� loss and di�usive loss much more easily. The

immediate radial cut-o� losses observed in Ref.[25] for high values of βr0/B0 exceeded

our combined losses due to both the cut-o� radius and subsequent radial di�usion as

we held the electrons for 10 minutes at full �eld, and additionally for over 10 minutes

as the current in the quadrupole was ramped up to full �eld and back down. The

di�usive losses observed in Ref[25] were also much larger than our observations. For

example, in our case, more than half of the electrons that survived to reach the full

quadrupole current still remained 5 minutes later, even for the most extreme radial
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�elds. In Ref.[25], the number of electrons in the trap 5 minutes after turning on the

quadrupole was very small for all but modest radial �elds (�elds corresponding to an

antihydrogen trap depth of less than 50 mK in our case). If taken at face value, the

conclusion to draw from the results in Ref.[25] would be that we could not con�ne

any positrons long enough to make antihydrogen at the Io�e trap depths that we

intended to use. As demonstrated by Fig. 6.10, we showed that this is simply not the

case for our experiments.

The discrepancies between the two published results [25, 24] must be due to di�er-

ences in electrode geometries and electron plasma parameters. An obvious di�erence

is that the electrons in Fig.3b of Ref.[25] were stored inside a pair of radius-length

electrodes, while the electrons in our experiments were stored in a single radius-

length electrode. Increasing the e�ective length of the electrode that the particles are

stored in decreases the quadrupole cut-o� radius. For example, when βr0/B0 = 1,

we �nd from Eq. 6.6 that our normalized cut-o� radius ρcut/ρ0 has the value 0.61,

while the corresponding normalized cut-o� radius in Ref.[25] would be reduced to

(0.61)2 = 0.37. Furthermore, increasing the length of the plasma leads to increased

radial di�usion rates, as will be discussed in a moment. These factors could help

to explain the discrepancies between the results. Other factors that may have con-

tributed include the fact that in Ref.[25], the electrode radius and magnetic bias �eld

were smaller than in our experiments. The electron temperature in Ref.[25] was esti-

mated to be between 1 and 0.0004 eV (4.2 K), although they were unable to measure

electron temperatures below 0.05 eV. We believe that the temperature of our elec-

trons was close to 4.2 K because they were allowed to cool for time periods that were
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Figure 6.11: The fraction of 36 million electrons that survive a radial Io�e
quadrupole �eld that is ramped up to a given value and then ramped imme-
diately back down. The electrons were held in a radius-length electrode with
the indicated voltage.

much longer than the cyclotron time constant (2.6 s). Their electron loading method

was di�erent than ours, and the decreased magnetic �eld used (0.4 T for Fig.3b in

Ref.[25]) would lead to a longer cyclotron cooling time constant (16 s). The voltage

used to con�ne the electrons in Ref.[25] was not speci�ed.

The voltage used to con�ne the electrons plays an important role in determining

the radial di�usion rate. Experimental evidence of this can be found in Fig. 6.11

and Fig. 6.12. For Fig. 6.11, electrons were con�ned in a radius-length electrode with

a given voltages while the quadrupole �eld was ramped up to a speci�ed current

and then immediately ramped back down. For Fig. 6.12, the quadrupole current was

additionally held at its target value for 5 minutes before ramping it back down.

This data demonstrates that lower con�ning voltages result in a smaller fraction of

the electrons surviving the applied quadrupole �eld. Because the quadrupole cut-o�
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Figure 6.12: The fraction of 36 million electrons that survive a radial Io�e
quadrupole �eld that is ramped up to the indicated value, held for 5 minutes,
and ramped back down. The electrons were held in a radius-length electrode
with the indicated voltage.

radius for low-energy electrons is not determined by the speci�c con�ning potential,

this increased loss of electrons for smaller con�ning voltages is almost certainly due to

a corresponding increase in the di�usion coe�cient in Eq. 6.7. This relationship can

be easily understood. As the voltage con�ning a plasma is decreased, the radius of the

plasma remains approximately constant due to conservation of angular momentum,

but the length of the plasma increases. From Eq. 5.21, for a �xed plasma radius, we

�nd that the plasma length is related to the plasma density as n0 ∝ 1/zp. From

Eq. 5.16, assuming ωr � ωc, we �nd that the relation between plasma density and

rotation frequency is n0 ∝ ωr. Therefore, ωr ∝ 1/zp for a �xed plasma radius. If

we plug this relation into Eq. 6.7, then we see that if zp and ωr ∝ 1/zp are varied

while keeping N, ρp, β, B0, and T constant, as we expect to be the case when we

load identical electron plasmas and only vary the voltage con�ning these plasmas,
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then D ∝ zp. So the di�usive loss rate is roughly proportional to the length of the

plasma in this case, and consequently related to the con�ning voltage as well. We

can determine how the plasma length increases as the con�ning voltage is decreased

for a �xed radius from Eq. 5.22. This simple model helps to explain the trend of the

data shown in Fig. 6.11 and Fig. 6.12.

In summary, con�ning particles in long electrodes is undesirable because it leads

to a reduced cut-o� radius, and generally results in longer plasma lengths and cor-

respondingly larger di�usive losses. Additionally, for a given electron plasma, using

small plasma con�nement voltages is undesirable because it results in longer plasma

lengths and correspondingly larger di�usive losses. The plasma parameters are re-

lated to each other and to the di�usive loss rate in a complicated fashion however,

so if we consider the general case where all of the plasma parameters can be var-

ied, it becomes much more di�cult to predict which optimal plasma geometry would

minimize particle loss in the quadrupole Io�e �eld.

The results in Fig. 6.8 and Fig. 6.10 demonstrated that su�cient numbers of an-

tiprotons and positrons could be con�ned within a quadrupole Io�e trap long enough

to form antihydrogen. The stability of these particles in the Io�e trap could poten-

tially be optimized by varying the electrostatic con�ning potential and plasma pa-

rameters, but the complicated interrelations of these parameters makes this process

challenging to implement. Even if positrons and antiprotons can be independently

con�ned within the Io�e trap, there are additional challenges to forming antihydrogen

from these constituents. For example, the most common way of forming antihydro-

gen involves passing antiprotons through a positron plasma in a nested well structure.



Chapter 6: Particle Stability in a Combined Penning-Io�e Trap 191

This transport of antiprotons over a relatively large distance within the quadrupole

Io�e �eld could lead to large losses of antiprotons due to radial transport along �eld

lines. Antihydrogen formation inside of a Penning-Io�e trap will be covered in the

next chapter.



Chapter 7

Antihydrogen Production within a

Penning-Io�e Trap

An important step toward magnetically con�ning antihydrogen is demonstrating

that antihydrogen can be formed within a combined Penning-Io�e trap. Antihydrogen

formation within a Penning trap has been demonstrated for two di�erent methods: via

cooling antiproton axial motion through collisions with positrons in a nested Penning

trap [15, 16, 14], and via a laser-controlled charge exchange process [22]. Con�ning the

antihydrogen produced requires adding the radial magnetic �eld of a Io�e trap to the

constant axial �eld of the Penning trap. The resulting distortion of the magnetic �eld

poses some serious challenges for either of the demonstrated antihydrogen production

methods. The radial magnetic �eld reduces the radius within which particles can be

con�ned and leads to di�usive radial expansion of the particle plasmas (Chapter 6),

making it more di�cult to con�ne antiprotons and positrons within the combined

Penning-Io�e trap. ATRAP demonstrated that the particle con�nement within our

192
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quadrupole Io�e �eld was nonetheless su�ciently long for antihydrogen production

(Section 6.4) [24], and similar con�nement was also demonstrated using higher-order

Io�e traps [125, 126]. In addition to con�ning the particles in the Penning-Io�e trap,

the antiprotons and positrons must interact with each other to form antihydrogen.

Antihydrogen production via positron cooling of antiprotons requires that the an-

tiprotons have su�cient energy to pass through the positron plasma in the center

of the nested well potential. This transport of antiprotons across several electrode

lengths can in principle lead to direct loss of the antiprotons along radially-diverging

magnetic �eld lines before antihydrogen can form. This radial loss can be minimized if

the antiprotons are given the minimum amount of energy required to interact with the

positrons however, which was the goal of our antihydrogen production experiments

within a quadrupole Io�e trap. This chapter describes the �rst reported production

of antihydrogen within a combined Penning-Io�e trap [5], which marks a signi�cant

step toward the goals of con�nement and spectroscopy of antihydrogen.

7.1 Antihydrogen Production Procedure

The antihydrogen production experiments were done using the A-TRAP Penning-

Io�e trap described in Chapter 2. This trap is depicted in Fig. 7.1, with antihydrogen

formation taking place in the center of the Io�e trap at the location indicated.

The �rst step in any antihydrogen formation experiment is accumulation of an-

tiprotons and positrons. We typically began by taking 10 minutes to calibrate the

number of positrons being captured in our Penning trap from the positron accu-

mulator. This was required because the positron accumulation e�ciency decreased
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Figure 7.1: (a) Exterior and (b) cross section view of the Penning-Io�e appa-
ratus used to produce antihydrogen. A 1T bias �eld along the central axis of
the electrode stack is produced by a large external solenoid (not depicted).
Two pinch coils add an axially-con�ning gradient to the bias �eld. The radial
quadrupole Io�e �eld is produced by four racetrack coils.

slightly over time as the frozen neon positron moderator deteriorated slowly after

being formed. (Improved instrumentation makes this �rst step no longer necessary.)

After this calibration, 10 minutes were taken to accumulate and cool 150 million

electrons required for e�cient positron capture, and 400 million electrons for cooling

antiprotons. This includes an intentional 5 minute wait time while holding the elec-

trons in a 600 V well to let their motion cool via cyclotron radiation (Section 3.3.1).

They are held in a deep well to maximize the particle density and frequency of colli-

sions which convert axial energy to cyclotron energy, and the wait time accounts for

the reduced cyclotron cooling rate at 1 T. Without introducing this wait time, we

found that antiprotons loaded into a 1 T �eld often became unstable. During the



Chapter 7: Antihydrogen Production within a Penning-Io�e Trap 195

subsequent 15 minutes, we trap and cool 0.2 million antiprotons in the lower electrode

stack using 9 injections from the AD, simultaneously accumulate 60 million positrons

in the upper electrode stack, remove the cooling electrons from the trap, and let the

positrons cool in a -600 V well for 5 minutes. We then adiabatically transfer the

antiprotons and positrons into the center of the deenergized quadrupole Io�e trap.

The procedure following this was meant to produce antihydrogen within the

Io�e trap, while minimizing the axial energy of the antiprotons passing through the

positrons, in order to both produce slower antihydrogen atoms and to minimize ra-

dial loss of antiprotons along curving magnetic �eld lines. The procedure is outlined

in Fig. 7.2. The potentials con�ning the antiprotons and positrons are �rst slowly

transformed into the nested well structure, with the antiprotons sitting at an ele-

vated potential above the nested well (Fig. 7.2a). The antiprotons are then launched

into the nested well by rapidly lowering the barrier con�ning the antiprotons using a

1.75 µs voltage pulse (Fig. 7.2b). The axial energy of the antiprotons is cooled through

collisions with the positrons con�ned in the center of the nested well. Approximately

half of the antiprotons are lost during the process, either due to antihydrogen forma-

tion or radial loss of antiprotons. Roughly 100 antihydrogen atoms are also detected

during this process, but the antiprotons in the detection well are discarded, since

these are produced before the Io�e �eld is applied. The purpose of this step is to give

the initially cold antiprotons some kinetic energy so that they can interact with the

positrons in a subsequent step.

The antiprotons will continue to pass back and forth through the positrons until

they have lost su�cient energy through collisions to be con�ned within one of the
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Figure 7.2: The potentials used for antihydrogen production and detection.
(a) The nested well structure is formed. (b) The antiprotons are pulsed into
the nested well and cooled by the positrons. (c) The Io�e trap is turned
on, and then the antihydrogen detection well is established (dashed curve).
(d) The positron con�ning potential is reduced, allowing antiprotons to pass
through the positrons and form antihydrogen, some of which is �eld ionized
by the detection well. (e) The remaining antiprotons are counted. (f) The
antiprotons in the detection well from ionized antihydrogen are counted.
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Figure 7.3: The vacuum axial potential within the nested well (dashed curve)
is altered by the space charge potential of the positron plasma (solid curve).
The �attened section of this potential indicates the axial extent of the plasma.
Antiprotons passing through the positron plasma lose energy through col-
lisions until they are con�ned within one of the two side wells, setting a
maximum limit on the equilibrium antiproton kinetic energy.

side wells to either side of the positrons in the nested well structure. Once the

antiprotons stop interacting with the positrons, their cooling mechanism is lost. There

is some evidence that collisions between antiprotons in these side wells can continue

to decrease the average antiproton energy via a process similar to evaporative cooling

[65], but this occurs at a much slower rate. The axial energy range of the cooled

antiprotons is determined by the total potential within the nested well, including the

space charge potential of the positrons, as illustrated by Fig. 7.3 for antiprotons on

the central trap axis.

Using our antiproton annihilation detectors, we can monitor the antiproton cooling

process by watching the steady decline in annihilations after the antiprotons are

launched into the nested well. Once the antiprotons have cooled into the side wells,
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corresponding to very few annihilations, the Io�e trap is turned on (Fig. 7.2c). The

current in the Io�e trap is ramped up at a rate of 0.1 A/s, taking about 14 minutes

to reach the full Io�e trap depth. Usually less than 5% of the antiprotons are lost

as the Io�e trap is being turned on. The antihydrogen detection well is formed only

after the desired Io�e trap depth has been reached (dashed curve in Fig. 7.2c).

At this point, the antiprotons are brought back into contact with the positrons

within the Io�e trap �eld by slowly increasing the voltage on the electrode con�ning

the positrons (Fig. 7.2d). This brings the �at potential marking the extent of the

positron plasma in Fig. 7.3 closer to the bottom of the antiproton con�ning wells.

Antiprotons that previously had slightly too little kinetic energy to interact with the

positrons are then allowed to pass through the positron plasma and form antihydro-

gen atoms. This further cools the antiprotons toward the bottoms of the side wells,

so the positron con�ning voltage must be continually decreased to keep the antipro-

tons in contact with the positrons without adding further energy to the antiprotons.

The potential con�ning the positrons will eventually become small enough that the

positrons will start leaking out of the center of the nested well axially, at which point

the escaping positrons will follow radially-diverging magnetic �eld lines and be lost

from the trap. We continue to increase the voltage on the center electrode until all of

the positrons are lost and the antiprotons remaining in the two side wells are joined

in the central electrode (dashed curves in Fig. 7.2d). We change the voltage slowly so

that the antiprotons have su�cient time to cool and stay nearly in equilibrium with

the decreasing con�ning potential. The total voltage ramp process take 11 minutes.

After this is done, the Io�e trap is ramped back down to zero �eld in 1 minute.
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Figure 7.4: After antihydrogen is produced, the axial energy distribution of
antiprotons remaining in the nested well is determined by recording the depth
of the antiproton con�ning potential as the antiprotons escape. This energy
distribution is depicted after the positron con�ning voltage is increased at
several di�erent rates. The antiprotons are cooled more e�ciently to the
bottom of the nested well using slower rates.

The antiprotons remaining in the nested well are released onto the degrader and their

annihilation signals are counted (Fig. 7.2e). We gain valuable diagnostic information

about the cooling of the antiprotons as the positron con�ning well depth is decreased.

The energy distribution of the antiprotons remaining in the nested well after anti-

hydrogen experiments with no Io�e �eld on are shown in Fig. 7.4, for several trials

where the positron con�ning voltage is increased at various rates. The antiprotons

are clearly cooled to the bottom of the nested well more e�ciently if the voltage is

increased slowly, giving the antiprotons more time to cool.

The �nal step of the antihydrogen formation experiment is to release the antipro-

tons captured in the detection well from �eld ionized antihydrogen atoms and count

the resulting annihilations (Fig. 7.2f). The antihydrogen detection well is depicted in
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Figure 7.5: The on-axis (a) electric �eld magnitude and (b) potential within
the Penning trap. If antihydrogen atoms passing through the detection well
are �eld ionized between 20 and 120 V/ cm, then the antiproton stripped
from the antihydrogen atom will be captured in the detection well.

more detail in Fig. 7.5. Some fraction of the antihydrogen atoms originating from the

nested well will pass through the detection well region. Those atoms passing through

the detection well that are �eld ionized by �elds between 20 and 120 V/ cm will have

their stripped antiproton captured within the detection well.

This means that only very highly excited antihydrogen atoms will be ionized and

detected [127]. These large radius atoms within a strong magnetic �eld are best

described classically in the guiding center approximation [39], which is discussed in

detail in [66]. The �eld ionization threshold of a guiding center atoms is generally a

rather complicated function of the atomic state and both the radial and axial electric

�eld, but in this context, the ionization �eld can be approximated in terms of the
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atom radius, ρ, as [127]:

Ez > 3.60 V/cm

(
µm

ρ

)2

(7.1)

Therefore, we are able to detect antihydrogen atoms with a radius ranging between

0.17-0.42 µm.

Field ionization is a very robust detection method. The detection well is designed

in such a way that only antiprotons from stripped antihydrogen atoms can be cap-

tured within the detection well. Antiprotons with su�cient kinetic energy to escape

from the nested well will leave the trap to the right in Fig. 7.5 before being able to

gain su�cient energy to reach the detection well. Even if an antiproton did enter

the detection well, it would bounce back out again because there is no means for

the antiproton to lose energy while passing through the detection well. Trials of the

antihydrogen production experiment without positrons in the nested well con�rmed

that no antiprotons were captured in the detection well in that case. Because the

antiprotons from ionized antihydrogen atoms can be stored and released during an

interval of time that is short compared to the detector background count rate, the

�eld ionization method is e�ectively a background-free detection mechanism that is

sensitive to very small numbers of antihydrogen atoms [15]. The �eld ionization detec-

tion method has previously been used to probe the velocity [20] and state distribution

[16, 66] of antihydrogen atoms, although we had insu�cient time in these experiments

to perform similar measurements.
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Figure 7.6: (a) The well depth contours for ground state antihydrogen atoms
within the electrodes inside the Io�e trap. (b) Potentials seen by particles
on-axis before (red) and after (green) antihydrogen production, and (d-f) the
corresponding equipotential contours. Magnetic �eld lines (blue) that are (d)
parallel to the trap axis without the radial Io�e �eld are (c,e-f) redirected
when the Io�e �eld is on.

7.2 E�ects of the Io�e Field on the Antiprotons

The electric and magnetic �elds within the combined Penning-Io�e trap lead to

complex particle motions, and can result in particle loss on the Penning trap elec-

trodes. The �elds within the Penning-Io�e trap are depicted in Fig. 7.6. Antihydrogen

atoms in low-�eld-seeking ground states see the magnetic �eld magnitude contours
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in Fig. 7.6a. The motion of charged particles are governed by the electric potentials

in Fig. 7.6(b,d-f). The antiprotons interact with the positrons in the nested well

(red) while the positron con�ning well depth is reduced to prolong the interaction

until no positrons remain (green). The charged particles move along magnetic �eld

lines (blue), which are initially parallel to the trap axis without the radial Io�e �eld

(Fig. 7.6d), but are distorted when the Io�e �eld is on (Fig. 7.6c). The �eld lines in

Fig. 7.6(e-f) correspond to the maximum Io�e trap depth, viewed in the plane where

the �eld lines are maximally-diverging. The picture is further complicated by the

space charge potential of the positrons, which generally �attens the potential near

the center of the nested well as in Fig. 7.3, but is omitted from this �gure for simplicity.

Although antiprotons pass from one side of the nested well to the other as they are

allowed to interact with the positrons within the Io�e �eld, this does not necessarily

mean that they are radially lost along �eld lines during the process. Whether or

not an antiproton collides with an electrode and annihilates depends upon not only

the trajectory of the �eld line, but also the electric potential within the trap and

the axial kinetic energy of the particle. This point is illustrated in Fig. 7.7, for the

simple case of antiprotons with 18 eV of energy inside the nested well potential in the

Io�e trap �eld. We consider the �axial� trajectory of antiprotons along �eld lines in

the maximally-diverging plane (y-z plane in Fig. 7.6c). On time scales that are much

longer than the �axial� oscillation period, the magnetron motion of the antiproton

will also rotate it through other planes where the magnetic �eld lines have di�erent

trajectories than in Fig. 7.7, but this �gure represents the worst of these cases. As

illustrated, if an antiproton is traveling along a �eld line that intersects the central
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Figure 7.7: (a) The on-axis potential within the nested well (red) and the
corresponding range of motion of antiprotons with 18 eV of energy (blue).
(b) The corresponding antiproton trajectories (blue) of 18 eV antiprotons
along magnetic �eld lines (green). Antiprotons following energetically al-
lowed trajectories that intersect the electrodes are lost.

electrode of the nested well, it will be unable to annihilate on that electrode unless

it has su�cient energy to overcome the electric repelling force (over 45 eV for this

example). However, lower-energy antiprotons can pass from one side of the nested

well to the other near the central axis, where the potential barrier is lower. This

illustrates the fundamental point that antihydrogen can be formed within a nested

well structure without severe radial loss of antiprotons, as long as the antiprotons

are given only the minimal amount of energy required to interact with the positrons.

The primary goal of the procedure outlined here was to minimize the energy of the

antiprotons interacting with the positrons.

The antiprotons can have very complicated motions on time scales that span many

�axial� oscillation periods. The ~E × ~B drift magnetron motion of the antiprotons



Chapter 7: Antihydrogen Production within a Penning-Io�e Trap 205

within the nested well can rotate the antiprotons through planes where the magnetic

�eld lines are alternately radially-diverging and radially-converging. The space charge

of the positrons also signi�cantly a�ects the potential in the center of the nested well,

and collisions between antiprotons and positrons can reduce the axial energy of the

antiprotons. Recent calculations simulated the motion of antiprotons being cooled

by positrons in a realistic nested well potential within an octupole Io�e trap �eld

[128]. The simulations started the antiprotons at various radii in the axial center of

the nested well with a large axial kinetic energy, and monitored the kinetic energy

and radius of the antiprotons over time. The antiproton motion was often chaotic,

and it was observed that when antiprotons started at larger radii, their kinetic energy

was lost through positron collisions much more slowly when the radial Io�e �eld was

on than when it was o�. The kinetic energy of the antiprotons was related to the

radius of their motion, since the antiprotons could convert electric potential energy

into kinetic energy by changing their radius along �eld lines. Although the radius

of the antiprotons �uctuated greatly when the Io�e �eld was on, the average radius

of the antiprotons decreased slowly over time as they were cooled by the positrons.

It was predicted that higher velocity antihydrogen atoms would be produced when

the Io�e �eld was on, as a result of the large �uctuations in antiproton radius and

kinetic energy. It was also speculated however that the radial compression of the

antiprotons caused by positron cooling within the Io�e �eld could potential boost

antihydrogen production. The large radial and kinetic energy �uctuations could be

minimized by concentrating the antiprotons close to the central axis and minimizing

their axial extent. These simulations are not directly applicable to the antihydrogen
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production method described here, since the antiprotons in our case were initially

con�ned in the two sides of the nested well with very little kinetic energy, and we

were using a quadrupole Io�e �eld, but the general observations about the behavior

of the antiproton motion might carry over to our situation as well.

We can monitor antiproton annihilations throughout the antihydrogen formation

process. Annihilations are minimal as the Io�e trap is being turned on, but then

become considerable as the positron con�ning well depth is decreased and the an-

tiprotons are allowed to pass through the center of the nested well and interact with

the positrons again. Some of these annihilations are clearly associated with antihy-

drogen production. The antiproton losses abate as the positrons begin to spill over

the top of the nested well structure. By the time that the on-axis con�ning potential

disappears for the positrons, most have them have left the trap, although positron

losses detected later in the process indicate that a few positrons remain con�ned o�-

axis, where there are still non-zero con�ning potentials. After most of the positrons

have left the trap, a second period of antiproton losses begin as the central poten-

tial of the nested well is inverted and the antiprotons in either side well are joined

together in the center. Since there are very few positrons in the trap at this point,

it must be concluded that these �nal antiproton annihilations correspond to direct

radial loss. As the central potential in the nested well is inverted and the antiprotons

sit in a �at potential spanning three electrodes within the Io�e �eld, we would expect

that the antiprotons that are located at large radii or have large amounts of axial

kinetic energy will be lost radially along magnetic �eld lines. This expectation is

con�rmed by Fig. 7.8, which depicts the energy distribution of antiprotons remaining
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Figure 7.8: The energy distribution of antiprotons released from the green
well in Fig. 7.6b after antihydrogen formation, at the Io�e trap depths indi-
cated. Antiprotons with larger axial energy (right side of distribution) and
antiprotons at larger radii (left side of distribution) are lost at large Io�e trap
depths.

after antihydrogen production experiments using various Io�e trap depths.

7.3 Experiment Results

The number of antihydrogen atoms ionized in the detection well as a function

of Io�e trap depth are given in Fig. 7.9a. The trap depth is given in temperature

units for antihydrogen atoms in low-�eld-seeking ground states, and the antihydrogen

number is normalized to the average number of antiprotons used in the antihydrogen

production experiment within the Io�e trap. The number of antihydrogen atoms
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Figure 7.9: (a) The number of antihydrogen atoms ionized in the detection
well per trial within the Io�e trap and (b) within only the axial �eld of
the Io�e trap, as a function of the trap depth. The antihydrogen numbers
are normalized to an average of 0.1 million antiprotons per antihydrogen
production and detection trial, with reproducibility error bars.

detected initially decreases with increasing Io�e trap depth, but then is enhanced for

Io�e trap depths greater than 300 mK. One possible cause for this behavior is that

the Io�e pinch coils, which provide axial con�nement for the antihydrogen atoms,

boost the axial magnetic �eld within the antihydrogen production region from 1 to

2.2 T. This could reduce the positron plasma radius, leading to a denser plasma, or

may increase the antihydrogen production via another, yet unidenti�ed, mechanism.

To investigate the e�ect of the increased magnetic �eld caused by the pinch coils,

we repeated the experiments without the radial Io�e �eld (Fig. 7.9b). The two data

sets show similar trends, but more antihydrogen atoms are produced when only the
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Io�e pinch coils are used. The sharp features in Fig. 7.9 are reproducible, but are not

yet understood. In all trials, about 1% of the antiprotons lost from the nested well

during the antiproton formation process form atoms that we detect.

The number of antihydrogen atoms detected was signi�cantly enhanced when

a noise signal was applied to heat the antiprotons as the positron well depth was

decreased, with as many as 1700 antihydrogen atoms detected in a single trial. The

noise drive allows the antiprotons to continue interacting with the positrons after

being cooled by them, which is a variation of the �driven� antihydrogen production

method previously demonstrated by ATRAP [16].

There was an additional suggestion that antiprotons and positrons could not likely

be successfully mixed to form antihydrogen within a quadrupole Io�e �eld, even if the

constituent particle plasmas could be individually con�ned for a long enough time to

perform the experiment [25, 122, 125]. The radial magnetic �eld within a quadrupole

Io�e trap can potentially lead to antiproton losses along �eld lines within a single

pass through the nested well, but we have demonstrated that these losses can be

suppressed by limiting the energy of the antiproton. These results show that large

amounts of antihydrogen can be produced with relative ease within a quadrupole Io�e

trap.

Once antihydrogen had been produced within the Io�e trap, the next logical step

was to search for antihydrogen atoms that were trapped by the con�ning magnetic

�eld. The fastest mechanism at our disposal for releasing antihydrogen from the

trap is to ramp the Io�e �eld down in 1 minute, with the rate limited by quench-

protection diodes inside the Io�e trap. A signal equal to our detector background
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would be produced by 20 trapped antihydrogen atoms per second leaving the trap.

We observed no trapped antihydrogen signal above background for these experiments,

but there is signi�cant room for improvement in future experiments.

7.4 Future Prospects for Antihydrogen Con�nement

The future success of magnetically con�ning antihydrogen will depend upon the

properties of the antihydrogen produced. The 375 mK trap depth quoted for our

Io�e trap is for antihydrogen atoms in low-�eld-seeking ground states. All of the

antihydrogen observed so far has been in highly excited states [16, 19], although we

do not have a means of detecting more tightly bound atoms. Antihydrogen atoms

will only feel a con�ning potential from the Io�e trap if they are in a low-�eld-seeking

(LFS) state (−~µ · ~B > 0). Monte Carlo simulations suggest that only a small fraction

of the highly excited antihydrogen atoms will be in LFS states [44], and if they start in

a LFS state, their is no guarantee that they will stay in one as they decay toward the

ground state. These highly excited states can have much larger magnetic moments

however, and consequently larger trap depths for the same magnetic con�ning �eld. It

has been suggested that this may lead to a cooling mechanism for converting highly-

excited antihydrogen atoms with more than 375 mK of energy to bound ground state

atoms if the excited atoms decay near the turning points in the con�ning �eld [48].

Furthermore, the diamagnetic energy shift (∆E ∝ B2) may play a signi�cant role in

trapping highly-excited antihydrogen states, although it would not be a signi�cant

factor as the atom decays to lower levels.

In addition to the state of the antihydrogen produced, the kinetic energy of the
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atoms is also critical. Measurements of the velocity of the highly-excited antihydro-

gen observed suggested that the atoms were moving far too rapidly to be con�ned

[20], although a recent reinterpretation of the results suggests that there should be

some antihydrogen moving slowly enough to be trapped [21]. The primary factor

determining the velocity of the antihydrogen is the initial energy of the antiproton

passing through the positron plasma, since it is much more massive than the positron.

There is clearly a bene�t to producing antihydrogen with antiprotons that have as low

of an energy as possible. However, even if the antiprotons have a 4 K temperature

distribution after being cooled by electrons to equilibrium with the trap temperature,

only a small fraction of the antihydrogen would be expected to have an energy less

than the 375 mK trap depth. Clearly, there will be some challenges to overcome in

order to trap antihydrogen, and there are still many unanswered questions regarding

how di�cult it will be.

One approach to the problem is to produce as much antihydrogen as possible in

the hopes that at least some of the atoms will be trappable. The highest-e�ciency an-

tihydrogen production mechanism demonstrated by ATRAP is the driven production

method in a nested well [16]. In this method, RF signals resonant with the antipro-

ton axial oscillation frequency are applied to the electrode con�ning the antiprotons,

heating their motion until they have su�cient energy to interact with the positrons.

The positrons cool them into the opposite side well, at which point the procedure

is repeated until most the antiprotons have been depleted by the antihydrogen for-

mation process. This method can most likely be directly applied to antihydrogen

production within a Penning-Io�e trap, since the antiprotons can be heated slowly
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enough that they have just barely enough energy to interact with the positrons. This

method should in principle be able to produce very cold antihydrogen as well.

Another promising option is to produce antihydrogen via a resonant charge ex-

change process between antiprotons and Rydberg positronium, a method previously

demonstrated by ATRAP [22]. Although this method produces fewer antihydrogen

atoms, it has the advantage that it does not require transporting charged particles

within the Io�e trap �eld. It may also produce colder antihydrogen, since the an-

tiprotons can be kept stationary and cold inside a con�ning well. There are plans to

attempt this method within our Io�e-Penning trap in the near future.

There are multiple options available for producing antihydrogen, and a great deal

of room for optimization of these processes. The Penning-Io�e trap is also being

modi�ed in order to lower the base temperature of the electrode stack, which should

allow for cooler positrons and electrons, which in turn are used to cool the antiprotons,

and may lead to a colder antihydrogen energy distribution. Finally, a new Io�e trap

is under construction that will provide a larger trap depth, and will be able to be

turned on and o� much more rapidly, allowing for faster antihydrogen production

experiments and increased sensitivity to trapped antihydrogen atoms. It is expected

that the new trap will be able to turn o� su�ciently fast to be able to detect a single

trapped antihydrogen atom above the detector background rate.
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Conclusion

Preceding the results presented here, there were signi�cant developments in form-

ing antihydrogen and determining the properties of the antihydrogen produced. An-

tihydrogen was most-frequently formed during the positron cooling of antiprotons

within a nested Penning trap [11], either by launching the antiprotons into the nested

well with an elevated energy [15, 14], or by resonantly adding energy to the an-

tiprotons to make them interact with the positrons [16], which signi�cantly boosted

the antihydrogen production e�ciency. A background-free �eld-ionization detection

technique was used to probe the state-distribution [16, 19] and velocity [20] of the

highly-excited atoms observed. A second method for forming antihydrogen using a

laser-controlled two-step charge exchange process was also demonstrated [22], which

has the potential of forming colder antihydrogen atoms with a narrower state distri-

bution. Although these experiments were extremely successful, the apparatus used

was not compatible with a magnetic trap required to con�ne the antihydrogen atoms.

A combined Penning-Io�e trap was constructed for con�nement and spectroscopy

213
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of antihydrogen. This new trap required much more space than was previously avail-

able, so a new experimental zone was commissioned at CERN. This new zone included

a superconducting solenoid with a 20 inch bore and a 3 T maximum magnetic �eld,

and a large pulse-tube-cooled cryostat that provides a cryogenic vacuum environment

for the trap. Two identical Penning traps were built, composed of 36 stacked cylindri-

cal ring electrodes that each have independent electrical connections for static voltages

and high-frequency signals, allowing diverse experimental capabilities. A quadrupole

superconducting Io�e trap was built that has a 375 mK trap depth within the Pen-

ning trap electrodes for low-�eld-seeking ground-state antihydrogen atoms, and has

optical access along all three axes. A two-dimensional cryogenic translation stage

allows access for particles, laser light, and diagnostic equipment on the central axis

of the Penning trap. The Penning-Io�e trap can be thermally cycled to 4 K and

back to room temperature within 3 days, and can be maintained at 4 K for 6 days

without replenishing the liquid helium reservoir, in spite of the size of the trap and

the many electrical and vacuum connections required between room temperature and

cryogenic portions of the apparatus. The Penning-Io�e trap is constructed from

completely non-magnetic materials, including a vacuum enclosure that is primarily

titanium. Although the cryogenic vacuum space of the Penning trap is connected

to a room-temperature vacuum system for positron access through a small hole, the

vacuum within the Penning trap is su�cient to store antiprotons for 15 hours with no

detectable loss due to annihilations with background gas, corresponding to a pressure

lower than 3× 10−16 Torr.

Signi�cant improvements were made to the rate at which all particles could be
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loaded into the Penning trap, increasing the amount of antihydrogen that can be

produced. Previously, electrons were loaded from a �eld emission point, typically

requiring a 10 minute procedure to load 5 million electrons, and loading more than

10 million electrons was unreliable. Using a new technique, electrons were loaded

into the Pennning trap via photoemission from a gold-plated window using UV laser

pulses [23]. Up to 10 million electrons were captured per laser pulse, linearly accu-

mulating as many as 1 billion electrons in the trap using more laser pulses. The 400

million electrons used to e�ciently cool antiprotons typically required only a couple

of minutes to load.

A bu�er gas positron accumulator was constructed, and linked to the Penning trap

by a 7 m long positron guide. Approximately 26 million positrons are accumulated

every 50 seconds, and 6 million of these are successfully transferred into the Penning

trap after traveling through the positron guide and passing through a 1 mm diameter

tube at the top of the electrode stack. This corresponds to an accumulation rate of

3000 e+/ s mCi within the Penning trap, 400 times faster than the best accumulation

rate realized by ATRAP in the past via the positronium-ionization loading method

[9]. The number of positrons accumulated was linear with the number of positron

bunches transferred, and up to 360 million positrons have been accumulated in this

way.

The depth of the Io�e trap decreases substantially as the bias �eld of the Penning

trap is increased, which consequently means that antiprotons must be loaded into

the Penning trap using a much lower magnetic �eld than previously demonstrated.

The antiproton loading e�ciency drops dramatically with the magnetic �eld, but 35
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thousand antiprotons can still be accumulated at 1 T for each 100 s AD cycle, and

as many as 0.6 million antiprotons have been accumulated at this �eld. At 2 T, the

corresponding numbers are 100 thousand and 1.7 million. This is to be compared

with 15 thousand antiprotons per AD cycle at 5 T that was typical for previous

traps. The success of loading antiprotons at reduced magnetic �elds was in part due

to using larger radius electrodes in the Penning trap, and optimizing the parameters

of the electrons used to cool the antiprotons.

The radial �eld of the quadrupole Io�e trap destroys the cylindrical symmetry

that guarantees particle con�nement in a Penning trap [129]. Single particles can

nonetheless have stable orbits within a combined Penning-Io�e trap below a critical

cut-o� radius as long as certain resonance conditions are avoided [114]. Within dense

plasmas, the adiabatic invariants that guarantee stable particle con�nement break

down. The resonance conditions cannot be completely avoided, leading to di�usive

radial expansion of the plasma [115, 116]. A combination of the single particle cut-

o� radius and plasma di�usion e�ects led to some controversy about whether or not

particles could be con�ned in a Penning-Io�e trap long enough to form antihydrogen

[25]. We conclusively demonstrated that positrons and antiprotons could be con�ned

within a Penning-Io�e trap long enough to form antihydrogen [24]. We found that

only about 10% of 0.1 million antiprotons were lost for radial �elds corresponding

to our maximum Io�e trap depth, and di�usive losses were negligible due to the low

antiproton density. Di�usive particle losses were observed for electrons, but these

losses could largely be suppressed by con�ning the particles with large voltages in

electrodes with short lengths. For example, negligibly small losses were observed
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when 36 million electrons were held in a well depth greater than 100 V while the

radial �eld is ramped up to a value corresponding to the maximum Io�e trap depth

over 5 minutes, held at �eld for 5 minutes, and then ramped back down in 5 minutes.

An additional point that was under some contention was whether or not anti-

hydrogen could be formed within a quadrupole Io�e �eld [25]. Energetic charged

particles traveling any substantial distance through the Io�e trap can be transported

radially along magnetic �eld lines and lost by colliding with the electrodes. In a more

complete picture that takes into account the electric potentials and particle energy

however, particles can be transported over several electrodes without being trans-

ported outward to the electrodes. We produced large amounts of antihydrogen via

positron cooling of antiprotons within a quadrupole Io�e �eld [5], using a method

which emphasizes minimizing the length of the nested well and the wells con�ning

the particles, compensating for the slow particle cooling rate at low magnetic �elds,

and prolonging the interaction of the antiprotons with the positrons using a new

method which minimizes the energy of the antiprotons traveling through the positron

plasma. Instead of reducing the antihydrogen production e�ciency, we found that

the number of antihydrogen atoms detected actually increases as the Io�e trap depth

is increased. This appears to be associated with the boost in the magnetic �eld in

the antihydrogen production region caused by the Io�e trap pinch coils. No trapped

antihydrogen atoms were observed, but we would be insensitive to small numbers

of trapped atoms, since it takes roughly 1 minute to switch o� the Io�e trap and

release trapped atoms, and the background count rate of our annihilation detectors

corresponds to an antiproton signal of 20 atoms/ s.
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The results presented for antihydrogen formation within a Penning-Io�e trap are

preliminary, and the antihydrogen production process can undoubtedly be greatly op-

timized. Previous results suggests that resonantly driving the antiproton axial motion

to prolong interactions between antiprotons and positrons could substantially boost

antihydrogen production [16], and it seems likely that this scheme could be directly

implemented within a combined Penning-Io�e trap. Whether or not antihydrogen will

be trapped within the Io�e trap �eld depends upon the internal states and velocity

distribution of the atoms produced. Although some initial measurements [16, 20, 19]

and theoretical calculations [44] seem unfavorable, there are still many unanswered

questions surrounding this issue, and other theoretical calculations give more favor-

able prospects for success [21, 48]. A second method for producing antihydrogen, a

laser-controlled charge-exchange process [22], may in principle produce slower antihy-

drogen atoms, and would be ideally suited for antihydrogen production within a Io�e

trap �eld. There are plans to attempt this method within the Penning-Io�e trap in

the near future as well. In addition to optimizing the antihydrogen production proce-

dure, another key element to successfully trapping antihydrogen atoms is optimizing

the Io�e trap itself. To this end, a new Io�e trap is presently under construction that

will have a larger trap depth, and can be turned o� much more rapidly in order to

detect even single trapped antihydrogen atoms.

The results outlined here represent signi�cant progress toward the goal of con-

�ning antihydrogen atoms for precision spectroscopy. The new Penning-Io�e trap

constructed should provide a versatile platform for a range of diverse experiments.

Although much work remains to be done, there are many promising prospects for
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magnetically con�ning antihydrogen atoms within the near future.
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